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In recent years, there has been growing interest in issues related to the microstructure of securities markets. An important component of the transaction costs faced by investors in financial securities is the bid–ask spread set by market makers. Following the seminal work of Demsetz (1968), many papers have attempted to model the cost components of the quoted spread: order-processing costs [Tinic (1972)], inventory holding costs [Amihud and Mendelson (1980) and Ho and Stoll (1981)], and adverse information costs [Copeland and Galai (1983) and Glosten and Milgrom (1985)].

The focus of recent research has been to estimate the bid–ask spread, and its components, using transaction returns. Under the assumption that the market maker faces only order-processing costs, Roll (1984) derives a simple measure of the spread based on the negative autocovariance of security returns. However, he finds that both weekly and daily estimates of the spread are downward biased. Glosten (1987) and Stoll (1989) show that the existence of adverse selection and/or inventory costs arising from the risk borne by a market maker could be two sources of the downward bias in spread estimates. Stoll (1989) finds that the quoted spread contains a large and statistically significant adverse selection component, while the inventory cost component is small. Glosten and Harris (1988) also provide some evidence for the existence of adverse selection in securities markets.

However, all models of the spread, and empirical tests thereof, are based on the critical assumption that the only source of autocorrelation in transaction returns is the order-processing cost component of the quoted spread. In this article, we show that positively autocorrelated time-varying expected returns lead to biases in estimators of both the spread and its components. We introduce a new approach that provides unbiased and efficient estimators of the components of the spread. This approach relies on constructing a spread measure based on the serial covariance of the difference between transaction returns and returns calculated using bid prices. This spread measure is not contaminated by any positive autocorrelation due to time-varying expected returns and/or short-run frictions in the market. The variance of this estimator is also much lower than the variance of existing spread estimators because the difference between transaction and bid returns does not contain an unexpected return component. We use our spread estimator and actual quoted spreads to obtain unbiased and precise estimates of the components of the bid–ask spread. Given that the history of bid/ask quotes is not available for a large number of stocks, we also provide an alternative approach to adjust transaction returns for time-varying expected returns. This approach provides more realistic estimates of the spread than previously reported.
We use daily and weekly data of both AMEX/NYSE and NASDAQ stocks to test our hypotheses. There are several important aspects of our findings. Spread estimates based on transaction returns have a large downward bias, and between 77 and 97 percent of the bias is due to time-varying expected returns. The extent of both the bias and imprecision of transaction-return-based estimates of the spread's components is large. Also, contrary to the theory, the differencing interval (day/week) has a significant effect on estimates of the spread's components.

Using our new approach, we provide both unbiased and precise estimates of the components of the spread. Both daily and weekly data provide identical estimates, and the evidence suggests that the adverse-selection component, though significant, comprises only 8 to 13 percent of quoted spreads. This magnitude is less than one third the estimate of over 40 percent reported in the literature. We also find no evidence for the inventory cost component. Hence, order-processing costs are the predominant component of quoted spreads. If the proportions of the spread due to its various components remain fixed with changes in order size, then our estimates of the components are valid for all order sizes. However, if the adverse-selection component is disproportionately larger for large trades, then our 8 to 13 percent estimate for this component will apply only to small trades (and will provide a lower bound for the adverse-selection spread for large trades).

In Section 1, we present a simple model of the bid–ask spread. In Section 2, we discuss the biases in previous spread estimators, and present two alternative estimators. In Section 3, we introduce our methodology, which provides unbiased and efficient estimators of the components of the spread. In Section 4, we report and analyze the empirical evidence. We discuss the sensitivity of our results to changes in the assumptions underlying our model and estimation techniques in Section 5, and we conclude with a brief summary in Section 6. All proofs are contained in the Appendix.

1. The Model

The model used in this article is similar to the one presented in Glosten and Harris (1988). We decompose the quoted spread into an order-processing cost component and an adverse-selection component. The order-processing cost component can be viewed as the compensation to the market maker for providing liquidity services. Being transitory in nature, this component causes price changes to be negatively autocorrelated [see Glosten (1987), Niederhoffer and Osborne (1966), and Roll (1984)]. The adverse-selection component,
on the other hand, exists because a market maker may trade with investors who possess superior information. This component represents the market maker’s profits from uninformed traders who compensate him for the expected losses to informed traders [see Bagehot (1971), Copeland and Galai (1983), and Glosten and Milgrom (1985)].

Following Glosten and Milgrom (1985), we view the adverse-selection component as the revision in the market maker’s expectation of the value of a stock resulting from the submission of an order. Conditional on a buy (sell) order for a stock, the market maker will revise his expectation of the stock’s future value upward (downward). However, since the revision in expectations, conditional on order type, can be anticipated, a rational market maker will incorporate such revisions into his bid and ask prices. One of these prices is subsequently observed when an order is filled.¹

Having discussed the major components of the spread, we now present a more formal model. For simplicity, we make two assumptions. First, we assume that all trades are of unit size, or that the spread is independent of trade size. Second, the ex ante probabilities of trades at the bid and ask are equal. Since these assumptions may be restrictive, we discuss their implications for our results in Section 4.

The following notation is used in describing our model:

\( P_t = \) observed price of transaction \( t \),

\( Q_t = \) unobservable indicator for the bid–ask classification of \( P_t \) (\( Q_t = +1 \), if transaction \( t \) is at the ask, and \( Q_t = -1 \), if it is at the bid),

\( M_t = \) unobservable “true” price that reflects all publicly available information immediately following transaction \( t \),

\( E_t = \) unobservable expected return for the period between transactions \( t - 1 \) and \( t \), based on all public information up to transaction \( t - 1 \),

\( U_t = \) unobservable innovation in “true” prices due to the arrival of public information between transactions \( t - 1 \) and \( t \),

\( s = \) quoted spread of the market maker,

\( \pi = \) unobservable proportion of the quoted spread due to order-processing costs,

\( 1 - \pi = \) unobservable proportion of the quoted spread due to adverse selection.

¹Amihud and Mendelson (1980) and Ho and Stoll (1981) argue than inventory holding costs arising from the risk borne by a market maker could also comprise an important part of quoted spreads. However, Stoll (1989) finds that these costs constitute only 10 percent of quoted spreads. Consequently, we do not model this component of the spread, but we do provide further evidence that it is a negligible part of the spread.
Our model for transaction prices can then be written as

\[ P_t = M_t + \pi(s_t/2)Q_t \]  

\[ M_t = E_t + M_{t-1} + (1 - \pi)(s_{t-1}/2)Q_t + U_t \]  

An important departure from previous models of the spread is that we allow the "true" expected return of a security, \( E_t \), to vary through time. Market efficiency does not imply any restrictions on expected returns, and there is growing evidence that conditional expected returns of portfolios of stocks vary through time and are positively autocorrelated [see, e.g., Conrad and Kaul (1988, 1989) and Keim and Stambaugh (1986)]. More importantly, Conrad, Kaul, and Nimalendran (1990) show that individual security returns, though negatively autocorrelated, also contain a statistically identifiable, positively autocorrelated, expected return component. Therefore, \( \text{Cov}(E_t, E_{t-1}) > 0 \). The presence of a positively autocorrelated, expected return component has important implications for estimators of both the level of spread (see Section 2.2) and its components (see Section 3). Also, note that any source of positive autocovariance will lead to a downward bias in existing spread measures. In particular, short-term partial price adjustments due to smoothing effects by market makers could lead to positive autocorrelation in returns [see, e.g., Amihud and Mendelson (1987) and Cohen et al. (1986)]. For expositional simplicity, however, we presume that any (or all) positive autocorrelation in security returns is induced by time-varying expected returns.

2. Measures of the Spread

2.1 Existing measures

Since all existing measures of the spread are based on the covariance of successive transaction price changes, we first analyze the serial covariance of price changes within the context of our model. We then indicate the major sources of bias in existing measures of the quoted spread. For convenience, we use continuously compounded returns and proportional spreads in deriving the autocovariance-based spread measures [Glosten (1987) and Roll (1984)].

Let \( R_{it} \) be the continuously compounded return of security \( t \) based on transaction prices at time \( t - 1 \) and \( t \). From Equations (1) and (2), it follows that

\[ R_{it} = E_t + B_t + U_{it} \]  

where

\[ B_t = \pi(s_t/2)(Q_t - Q_{t-1}) + (1 - \pi)(s_{t-1}/2)Q_t \]
The serial covariance of transaction returns can, therefore, be written as

$$\text{Cov}(R_{it}, R_{i(t-1)}) = \text{Cov}(E_{it}, E_{i(t-1)}) - \pi \rho \sigma_p^2 / 4. \quad (4)$$

The expression in Equation (4) will form the basis of our analysis. Given Equation (4), the relation between the serial covariance of transaction returns and the quoted spread is

$$2\sqrt{-[\text{Cov}(R_{it}, R_{i(t-1)}) - \text{Cov}(E_{it}, E_{i(t-1)})]} = \sqrt{\pi} \sigma_p. \quad (5)$$

Roll (1984) derives a simple measure of the spread based on two important assumptions: (1) The expected return of a security is constant through time, i.e., $E_u = E_p \forall t$, and (2) there is no adverse selection in securities markets, i.e., $\pi_i = 1, \forall t$. Under these assumptions, Roll's measure of the quoted spread follows directly from Equation (5):

$$s_i = 2\sqrt{-\text{Cov}(R_{it}, R_{i(t-1)})}. \quad (6)$$

Glosten (1987) shows that if quoted spreads contain an adverse-selection component, then Roll’s spread measure, $s_i$, will underestimate the true quoted spread, $s_p$. This can be seen by a direct comparison of Equations (5) and (6): if $\pi_i < 1$, then Roll’s measure will be downward biased even if $\text{Cov}(E_{it}, E_{i(t-1)}) = 0$. However, time-varying expected returns will also lead to a downward bias in $s_i$. In fact, if $\text{Cov}(E_{it}, E_{i(t-1)}) > \pi_i(s_p^2 / 4)$, spread estimates based on transaction returns could actually be negative [see Equation (4)]. Roll (1984) finds that approximately 50 and 35 percent of spread estimates obtained from daily and weekly data, respectively, are negative.

### 2.2 Alternative Spread Measures

To analyze the implications of time-varying expected returns, we assume that the expected return of a particular security $i$ follows a first-order autoregressive process, that is,

$$E_{it} = \mu_i + \phi_i E_{i(t-1)} + \epsilon_{it}, \quad 1 > \phi_i > 0. \quad (7)$$

The assumption of an AR(1) process for $E_u$ is based on the evidence in Conrad and Kaul (1988). However, $E_u$ is unobservable. We therefore present two alternative techniques to take into account time variation in $E_u$.

**Method 1.** The first technique uses the methodology introduced in Conrad, Kaul, and Nimalendran (1990) to extract the expected return of an individual security. Specifically, for each security we estimate a regression of the form

$$R_{it} = \gamma_{0i} + \gamma_{1i} E_{pt} + \eta_{it} \quad (8)$$
where \( R_{it} \) is the continuously compounded transaction return of security \( i \) in period \( t \), \( E_{it} = \mu_p + \phi_{ip}E_{t-1} + \epsilon_{it} \) is the expected return of an equal-weighted size-based portfolio to which security \( i \) belongs, and \( \eta_{it} \) is a disturbance term.

We use the disturbances of Regression (8) to define our adjusted measure of the spread

\[
s_{it} = 2\sqrt{-\text{Cov}(\eta_{it}, \eta_{t-1})}. \tag{9}
\]

The intuition behind \( s_{it} \) can be seen by examining the properties of regression (8). Under the assumption that the bid-ask error components of securities are cross-sectionally uncorrelated, each \( \gamma_{it} \) in regression (8) is determined primarily by the average covariance of security \( i \)'s expected return with the expected returns of the remaining securities in portfolio \( p \). We would suspect that the expected returns of all securities within a particular portfolio are positively correlated, or \( \text{Cov}(E_{ip}, E_{it}) > 0 \). Consequently, the (average) positive covariance that is measured by \( \gamma_{it} \) will enable \( E_{ip} \) to extract the expected return from a particular security's realized return. If \( E_{ip} \) is a perfect proxy for \( E_{it} \), Regression (8) will completely purge realized returns of the time-varying expected return component. For small market value firms, \( R_{it} \) could be spuriously correlated with \( E_{ip} \) as a result of nonsynchronous trading. However, Conrad and Kaul (1991) show that nonsynchronous trading has little effect on the time-series properties of even daily returns of securities that trade each day [see also Lo and MacKinlay (1990)].

**Method 2.** Our second method for extracting \( E_{it} \) requires that, apart from transaction prices, bid and ask quotes are also available for each security. Let \( \text{PB} \) be the bid quote subsequent to transaction \( t \). Then the return calculated from bid quotes, \( R_{bid} \) is

\[
R_{bid} = E_{it} + (1 - \pi_i)(s_{ip}/2)Q_{it} + \epsilon_{it}. \tag{10}
\]

Now define the difference between \( R_{itr} \) and \( R_{bid} \) as \( RD_{in} \) where

\[
RD_{in} = \pi_i(s_{ip}/2)[Q_{it} - Q_{t-1}]. \tag{11}
\]

The serial covariance of \( RD_{in} \) therefore, is

\[
\text{Cov}(RD_{in}, RD_{in-1}) = -\pi_i^2(s_{ip}^2/4). \tag{12}
\]

Our second spread measure, \( s_{jd} \), can then be written as

\[
s_{jd} = 2\sqrt{-\text{Cov}(RD_{in}, RD_{in-1})} = \pi_i s_{ip}. \tag{13}
\]

1 If bid/ask quotes and transaction prices are measured simultaneously, our analysis will be altered. We thank the referee for drawing our attention to this important issue. See Section 5.2 for a further discussion of this issue.
There are two important differences between Roll’s spread measure, \( s_s \), and our second measure, \( s_{2t} \). First, and most importantly, by construction the serial covariance of \( RD_t \) is unaffected by any positive autocovariance induced by time-varying expected returns and/or frictions in the trading process. This occurs because both \( R_m \) and \( R_{mt} \) contain \( E_m \), and hence the difference between them is purged of all the effects of time-varying expected returns. Second, if adverse selection exists in securities markets, that is, \( \pi_r < 1 \), it will lead to a greater downward bias in \( s_{2t} \) than in \( s_s \) because the former is downward biased by a factor of \( \pi_r \), whereas the latter is biased by a factor of \( \sqrt{\pi_r} \).

The following properties of our spread measures highlight their important characteristics. (The proofs are in Appendix A.)

**Property A1.** Suppose there is no adverse selection in securities markets. Under the assumption that \( E_u \) and \( E_{pu} \) both follow an AR(1) process with the same autoregressive parameter\(^3\) \( \phi \in (0, 1) \),

\[
    s_{pu} = s_{2t} \geq s_{1t},
\]

And the downward bias in \( s_{1t} \) decreases to zero if the variance of the error in using \( E_{pu} \) as a proxy for \( E_m \), \( Var(E_u - \gamma_u E_{pu}) \), decreases to zero (i.e., \( E_{pu} \) is a perfect proxy for \( E_u \)).

**Property A2.** If bid and/or ask quotes are not available, filtering returns with \( E_{pu} \) always reduces the bias in Roll’s spread estimator, \( s_s \).

Since \( s_{2t} \) by construction presupposes that bid/ask quotes, and hence \( s_{pu} \), are observable, there is no need to estimate spreads under these circumstances. However, there are three important reasons for introducing \( s_{2t} \). First, \( s_{2t} \) is unaffected by any positive autocorrelation in security returns due to \( E_{pu} \). Hence, under the assumption of no adverse selection, \( s_{2t} - s_s \) measures the full extent of the downward bias in Roll’s spread measure due to time-varying expected returns. Second, \( s_{2t} - s_{1t} \) measures the extent to which Method 1 does not fully correct for the downward bias in \( s_s \). Finally, and most importantly, \( s_{2t} \) is critical to obtaining unbiased and precise estimates of the components of the spread (see Section 3).

---

\(^3\) The assumption that the expected returns of all securities within a particular size-based portfolio have identical autoregressive parameters is made to ensure that \( E_u \) does not induce some spurious negative autocorrelation in \( \eta_u \). It can be shown that if \( E_u \) has an autoregressive parameter, \( \phi_u \), sufficiently greater than the autoregressive parameter of \( E_{pu} \), \( \phi_u \), then such spurious autocorrelation can result. In Section 5.5, we provide evidence which suggests that use of \( E_{pu} \) to filter \( R_{m1} \) generally does not induce spurious negative autocorrelation in \( \eta_u \).
3. Components of the Bid–Ask Spread

In this section, we describe a methodology to decompose the spread into its various components. This methodology is similar in spirit to the one used by Stoll (1989). Suppose the quoted spread, \( s_{qn} \) is observable. Then, conditional on the observable quoted spread, we can decompose it into the order processing cost and adverse-selection components by regressing the spread measures on the quoted spreads. Since true serial covariances are not observable, we use estimates of the spread measures instead. Let \( \hat{s}_n, \hat{s}_{1n}, \) and \( \hat{s}_{2n} \) be the estimators of the three serial covariance measures of the spread that, in turn, provide estimates used in the following regressions:

\[
\begin{align*}
\hat{s}_n &= \alpha_n + \beta_n s_{qn} + \epsilon_n \quad \text{(15a)} \\
\hat{s}_{1n} &= \alpha_{1n} + \beta_{1n} s_{qn} + \epsilon_{1n} \quad \text{(15b)} \\
\hat{s}_{2n} &= \alpha_{2n} + \beta_{2n} s_{qn} + \epsilon_{2n} \quad \text{(15c)}
\end{align*}
\]

In the empirical tests, we estimate these regressions cross-sectionally for firms within a particular portfolio. Under the assumption that the quoted spread, \( s_{qn} \) is observed without error (or that any measurement error is purely random), estimators of the parameters of the three regressions have the following properties. (The proofs are in Appendix B.)

**Property B1.** The estimator of the slope coefficient, \( \hat{\beta}_{2n} \) of regression (15c) is an unbiased measure of \( \beta_n \), the proportion of the spread due to order-processing costs [i.e., \( E(\hat{\beta}_{2n}) = \beta_n = \pi_n \)]. Also, \( E(\hat{\alpha}_{2n}) = \alpha_n = 0 \), and both \( \hat{\alpha}_{2n} \) and \( \hat{\beta}_{2n} \) are efficient estimators.

**Property B2.** (a) If the specification errors in \( s_n \) and \( s_{1n} \) are correlated with \( s_{qn} \), then \( \hat{\beta}_1 \) and \( \hat{\beta}_{1n} \) are upward (downward) biased depending on whether the errors in \( s_n \) and \( s_{1n} \) are positively (negatively) correlated with \( s_{qn} \). Biases in \( \hat{\beta}_1 \) and \( \hat{\beta}_{1n} \) in turn, lead to biases in the opposite direction in \( \hat{\alpha}_n \) and \( \hat{\alpha}_{1n} \).

(b) If the specification errors in \( s_n \) and \( s_{1n} \) (which are systematically related to time variation in expected returns) are independent of \( s_{qn} \), \( E(\hat{\beta}_1) = \beta_1 = \sqrt{\pi}, \) and \( E(\hat{\beta}_{1n}) = \beta_{1n} = \sqrt{\pi_n} \). Also, \( E(\hat{\alpha}_n) = \alpha_n \), and \( E(\hat{\alpha}_{1n}) = \alpha_{1n} \), measure the downward bias in \( s_n \) and \( s_{1n} \) due to time-varying expected returns. Moreover, \( E(\hat{\alpha}_n) < E(\hat{\alpha}_{1n}) \leq E(\hat{\alpha}_{2n}) = 0 \), with \( E(\hat{\alpha}_{1n}) \) approaching zero as the variance of the error in using \( E_{pn} \) as a proxy for \( E_n \) decreases to zero.

**Property B3.** The sampling variances of \( \hat{s}_n \) and \( \hat{s}_{1n} \) are substantially larger than the sampling variance of \( \hat{s}_{2n} \). Consequently, the \( R^2 \)'s of
regressions (15a) and (15b) will be significantly lower than the $R^2$ of regression (15c), and estimators of the parameters of these regressions are inefficient compared to $\hat{\alpha}_t$ and $\hat{\beta}_t$. This problem will be more severe in weekly, as opposed to daily, data, and more severe for larger than for smaller firms. However, here again extraction of $E_u$ from transaction returns will make the sampling variances of $\hat{\alpha}_t$ and $\hat{\beta}_t$ lower relative to the sampling variances of $\hat{\alpha}$ and $\hat{\beta}$.

Hence, the estimators of the parameters of regression (15c) have very desirable properties. However, previous researchers have attempted to infer the components of the spread based exclusively on the time-series properties of transaction returns [see, e.g., Glosten and Harris (1988) and Stoll (1989)]. Using transaction returns to infer the components of the quoted spread amounts to, within our framework, estimating regression (15a). The properties of the estimators of the parameters of regression (15a) indicate that inferences about both the level of the spread and its components based on transaction returns may be misleading.

Estimators $\hat{\alpha}_t$ and $\hat{\beta}_t$ could be biased because $s_t$ contains specification errors that could be systematically related to the level of the quoted spread, $s_{tr}$. And $\hat{\alpha}_t$ and $\hat{\beta}_t$ are inefficient because $s_t$ is based on transaction returns that contain a large unexpected return component, $U_u$. On the other hand, since $s_{tr}$ is based on $R_{tr}$ which does not contain either $E_u$ or $U_{tr}$, $\hat{\alpha}_t$ and $\hat{\beta}_t$ will be both unbiased and efficient. Estimators of the parameters of regression (15b) will also be inefficient compared to $\hat{\alpha}_t$ and $\hat{\beta}_t$, but use of a good proxy for $E_u$ could not only eliminate the biases in $\hat{\alpha}_t$ and $\hat{\beta}_t$ but will also increase their efficiency. Fortunately, since $\hat{\alpha}_t$ and $\hat{\beta}_t$ are unbiased and efficient, they can be used to evaluate the potential biases in, and relative efficiency of, $\hat{\beta}_t$ and $\hat{\beta}_t$ (and $\hat{\alpha}_t$ and $\hat{\alpha}_t$). Finally, note that $\hat{\beta}_t$ provides estimates of $\pi_n$ while both $\hat{\beta}_t$ and $\hat{\beta}_t$ measure $\sqrt{\pi_r}$.

4. **Empirical Evidence**

4.1 **Data description**

The tests in this article use the Center for Research in Security Prices (CRSP) daily master files for both the AMEX/NYSE and NASDAQ firms to compute individual security and portfolio returns. For the AMEX/NYSE stocks, our data cover the period between January 1963 and December 1985. However, for the NASDAQ firms we have a much shorter sample period, January 1983 to December 1987, since transaction prices and closing bid and ask quotes are available for NMS issues on a regular basis only after October 1, 1982.
An important feature of the NASDAQ data is that the transaction prices are for the *last trade* of a particular day, but the bid/ask quotes are as of the *close* of each trading day. Hence, as assumed in Sections 2 and 3, the bid quotes are typically *subsequent* to the last transaction on any given day. The only occasions on which the transaction and bid prices are measured simultaneously is when market-at-close orders are placed, and there is evidence to suggest that such orders are quite infrequent.

We break up both the AMEX/NYSE and NASDAQ sample periods into subperiods, and sort firms into portfolios based on market value (number of shares outstanding times price per share) at the beginning of each subperiod. For the AMEX/NYSE firms, we have 23 one-year subperiods and—because of the shorter sample period—we have 10 six-month subperiods for the NASDAQ stocks. We use both daily and weekly data to test our main hypotheses. It is important to note that since autocovariance-based spread measures suffer from small-sample bias [see Harris (1990) and Roll (1984)], use of high frequency data is more appropriate. However, Glosten (1987) and Roll (1984) show that the differencing interval should not affect estimates of the order-processing cost and adverse-selection components of the quoted spread. Hence, we use weekly data (in addition to daily data) primarily to test this important property of models of the bid-ask spread.

Daily and weekly returns for each security are calculated from the prices of the last transaction of each day (week). The weekly return of each security is computed from Wednesday to Wednesday. For each daily (weekly) period, only securities that have transaction prices available for both endpoints of the measurement interval are sorted into portfolios based on market value. Returns of securities in each portfolio are then equally weighted to form daily and weekly portfolio returns. All portfolio returns are continuously compounded. The AMEX/NYSE stocks are divided into five portfolios, while the NASDAQ firms are sorted into three portfolios. For our analysis, we also require returns of individual securities that belong to the various size-based portfolios. To ensure that we have an unbroken series of continuously compounded returns available for each security in each subperiod, we only retain securities that have transaction prices available for *all* endpoints of the measurement interval (day or week) within a particular subperiod. For NASDAQ firms, we also calculate

---

¹ Our NASDAQ results suggest that sorting firms by size or trading volume would lead to similar conclusions.

² Our sampling procedure leads to the exclusion of a number of small firms from the sample. This would not affect our results because we estimate spreads of the sampled securities and then compare them to their own quoted spreads. Estimates of the components of the spread also appear to be robust to our sampling procedure because they are the same (in percentage terms) across firms of different market value.
daily and weekly continuously compounded returns based on closing bid prices.

Finally, estimation of $s_t$ requires forecasts of portfolio expected returns, $E_{pt}$ [see Equation (8)]. We use the methodology in Conrad and Kaul (1988) to extract the expected portfolio returns from realized returns. In the weekly sample, an AR(1) process for expected returns appears to be well-specified. For the daily data, however, portfolio expected returns appear to follow a higher-order autoregressive process. Accordingly, we estimate more complicated models so as to ensure that the unexpected return series, $R_{pt} - E_{pt}$, behaves like white noise.

4.2 Bias due to time variation in expected returns

**AMEX/NYSE firms.** Table 1 reports average weekly and daily estimates of the bid-ask spread for AMEX/NYSE stocks using both transaction returns and returns adjusted for time variation in expected returns, $\bar{s}$, and $\bar{s}_{t}$. We present average estimates for each portfolio and for all firms in the sample. The second column reports the sample size over the entire 1963 to 1985 period for each portfolio. Column 3 shows the average market values of the firms in the sample. These averages are based on the 23 year-end market values, and exhibit the wide range of different capitalization firms in the sample.

Each estimate of $\bar{s}$ and $\bar{s}_{t}$ is calculated for individual firms during each of the 23 one-year subperiods. The individual-firm estimates are then averaged across firms within each portfolio to obtain subperiod averages. Each reported estimate is the grand average of the subperiod averages. Table 1 also includes standard errors of the estimates based on the distribution of the 23 subperiod averages, under the assumption that these averages are independent and identically distributed. Since the number of firms in a particular portfolio varies over the subperiods, both the grand averages and their standard errors are obtained by weighting each subperiod's average by the number of firms in that subperiod. We follow this procedure in all the subsequent tables.

Panel A contains the mean (percent) weekly spread estimates. The average estimates of $\bar{s}$ are all positive and statistically significant, and range between 3.265 and 0.700. The average value of 1.396 for all firms is close to the weekly estimate of 1.74 obtained by Roll (1984). Also, in line with Roll's findings, 35.3 percent (compared to 34.8 percent) of all estimates are negative. The adjusted spread estimates, $\bar{s}_{t}$, reflect the large downward bias present in weekly spread estimates based on transaction returns: they vary between 4.455 and 1.191, with an average for all firms of 2.293. The average difference between $\bar{s}_{t}$
Table 1
Weekly and daily estimates of the bid–ask spread for AMEX and NYSE stocks sorted by market value, 1963–1985

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Sample size (in $ million)</th>
<th>Average market value</th>
<th>( \delta ) (%)</th>
<th>No. of negative spreads</th>
<th>( \delta ) (%)</th>
<th>No. of negative spreads</th>
<th>( \delta_i - \delta ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Weekly estimates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (Smallest)</td>
<td>4,195</td>
<td>7.096</td>
<td>3.265 (0.194)</td>
<td>1,085 (0.150)</td>
<td>4,455 (0.150)</td>
<td>678 (0.134)</td>
<td>1.190 (0.134)</td>
</tr>
<tr>
<td>2</td>
<td>6,169</td>
<td>23.947</td>
<td>2.040 (0.156)</td>
<td>1,943 (0.180)</td>
<td>3,141 (0.180)</td>
<td>1,291 (0.141)</td>
<td>1.101 (0.141)</td>
</tr>
<tr>
<td>3</td>
<td>8,020</td>
<td>63.558</td>
<td>1.318 (0.138)</td>
<td>2,812 (0.171)</td>
<td>2,430 (0.171)</td>
<td>1,795 (0.143)</td>
<td>1.112 (0.143)</td>
</tr>
<tr>
<td>4</td>
<td>9,223</td>
<td>185.342</td>
<td>0.964 (0.125)</td>
<td>3,451 (0.130)</td>
<td>1,858 (0.130)</td>
<td>2,331 (0.113)</td>
<td>0.894 (0.113)</td>
</tr>
<tr>
<td>5 (Largest)</td>
<td>10,354</td>
<td>1447.393</td>
<td>0.700 (0.097)</td>
<td>4,102 (0.070)</td>
<td>1,191 (0.070)</td>
<td>3,162 (0.103)</td>
<td>0.491 (0.103)</td>
</tr>
<tr>
<td><strong>All firms</strong></td>
<td>37,961</td>
<td>457.916</td>
<td>1.596 (0.096)</td>
<td>13,593 (0.113)</td>
<td>2,295 (0.113)</td>
<td>9,257 (0.065)</td>
<td>0.897 (0.065)</td>
</tr>
<tr>
<td><strong>B. Daily estimates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (Smallest)</td>
<td>3,306</td>
<td>7.945</td>
<td>0.980 (0.232)</td>
<td>1,311 (0.207)</td>
<td>1,426 (0.207)</td>
<td>998 (0.064)</td>
<td>0.446 (0.064)</td>
</tr>
<tr>
<td>2</td>
<td>4,825</td>
<td>22.048</td>
<td>0.429 (0.149)</td>
<td>2,200 (0.146)</td>
<td>0.875 (0.146)</td>
<td>1,673 (0.065)</td>
<td>0.446 (0.065)</td>
</tr>
<tr>
<td>3</td>
<td>6,678</td>
<td>61.782</td>
<td>-0.014 (0.088)</td>
<td>3,545 (0.101)</td>
<td>0.463 (0.101)</td>
<td>2,650 (0.066)</td>
<td>0.477 (0.066)</td>
</tr>
<tr>
<td>4</td>
<td>8,256</td>
<td>175.902</td>
<td>-0.300 (0.068)</td>
<td>5,003 (0.066)</td>
<td>0.152 (0.066)</td>
<td>3,784 (0.057)</td>
<td>0.452 (0.057)</td>
</tr>
<tr>
<td>5 (Largest)</td>
<td>9,986</td>
<td>1422.524</td>
<td>-0.557 (0.061)</td>
<td>7,242 (0.041)</td>
<td>-0.155 (0.041)</td>
<td>5,709 (0.055)</td>
<td>0.404 (0.055)</td>
</tr>
<tr>
<td><strong>All firms</strong></td>
<td>35,051</td>
<td>490.236</td>
<td>-0.085 (0.067)</td>
<td>19,301 (0.066)</td>
<td>0.356 (0.066)</td>
<td>14,814 (0.027)</td>
<td>0.441 (0.027)</td>
</tr>
</tbody>
</table>

The percent spread is calculated as \( \delta_i = 200 \sqrt{-\text{Cov}_{\it{R}}} \), where \( \text{Cov}_{\it{R}} \) is the autocovariance of returns in period \( i \) for security \( i \). Spread estimates \( \delta \) and \( \delta_i \) are based on transaction returns, \( \text{R}_{\it{t}} \), and returns adjusted for time variation in expected returns, \( \eta_{\it{t}} \), respectively. The individual firm spread estimates are averaged across firms within each portfolio to obtain subperiod averages. Each reported number is the weighted grand average of the 23 subperiod averages. The last column reports the difference, \( \delta_i - \delta \), between the two estimates. The weighted standard errors, reported in parentheses, are based on the distribution of the subperiod averages.

and \( \delta \) ranges between 1.190 and 0.491, with an average value for all firms of 0.861. All of these differences are statistically significant at conventional significance levels (see the last column of Table 1).⁶

Panel B reports daily average estimates of the two spread measures. For all firms taken together, the estimate of \( \delta \) is indistinguishable from zero, and large firms (portfolios 4 and 5) have significantly negative

---

⁶ Keim (1989) shows that between 1964 and 1972, CRSP did not employ its standard convention for identifying nontrading by a negative price. As a result, many prices that were actually averages of bid and ask prices incorrectly entered the sample as transaction prices. This could lead to downward bias in \( \delta \). However, our estimates of \( \delta \) are very similar in the 1964–1972 and 1973–1985 periods: 1.489 versus 1.297. Hence, this potential source of downward bias in \( \delta \) does not appear to be important.
mean spread estimates. Adjusting individual security returns for time-varying expected returns again leads to a statistically significant increase in all spread estimates (see the last column). The average values of $\hat{s}$ vary between $-0.153$ and $1.426$, with a significantly positive value of $0.374$ for all firms.

There are two important aspects of the evidence in Table 1. First, the potential bias in spread estimates due to time variation in expected returns is nontrivial in economic terms. For all firms taken together, the average weekly spread estimate increases from 1.396 to 2.293: an increase of 64 percent. This increase is especially noteworthy because $\hat{s}^w - \hat{s}$ provides a lower bound on the bias due to time variation in expected returns (see Property A1). Second, the increase in $\hat{s}^w$ (over $\hat{s}$) is much larger in weekly, as opposed to daily, data (1.396 to 2.293 versus $-0.087$ to 0.356 for all firms). Since, by construction, $E_p$ extracts only those components of expected returns that are cross-sectionally correlated, this evidence suggests that daily security returns contain idiosyncratic positively autocorrelated components.

**NASDAQ firms.** Table 2, panels A and B, shows weekly and daily estimates of the bid–ask spread for NASDAQ firms. Since bid/ask quotes are available for NASDAQ firms, apart from $\hat{s}$ and $\hat{s}^w$, we also report $\hat{s}_p$. Table 2 also shows more descriptive information about the NASDAQ firms, compared to the information for AMEX/NYSE firms. Apart from sample size and average market value, we also report the average trading volume and average quoted spread, $\hat{s}_p$, for all firms in the sample. The systematic positive relation between trading volume and market value is apparent from the numbers reported. This provides justification for forming portfolios based on size, because they exhibit properties similar to portfolios based on volume.

Perhaps the most important data available for NASDAQ firms are the actual quoted spreads, $s_p$. These numbers are calculated using daily inside market quotes: the bids (asks) are the highest (lowest) quotes among all market makers trading the security at the end of each trading day. The quoted spread is reported in percent terms, and is calculated as $(P_a - P_b)/2(P_a + P_b)$. The numbers for the quoted spread again show substantial variation across firms of different market values. They range from 1.631 to 5.221 for weekly data, and from 1.542 to 4.740 for daily data. The weekly quoted spreads are higher than the daily values only because, given our sampling procedure, more small firms get included in the weekly sample.

Adjustment for time-varying expected returns again leads to an economically and statistically significant increase in spread estimates. In the weekly data, the average estimate of $s$ for all firms is only 0.862, whereas the average value of $\hat{s}$ is 1.953, which reflects an increase of
Table 2
Weekly and daily estimates of the bid–ask spread for NASDAQ stocks sorted by market value, 1983–1987

| Portfolio | Average market value (in thousands) | Average volume (in thousands) | $s_i$ (%) | $\bar{s}$ (%) | $\tilde{s}_i$ (%) | $\tilde{\bar{s}}$ (%) | $s_i - \bar{s}$ (%) | $s_i - \tilde{s}_i$ (%) | $s_i - \tilde{\bar{s}}$ (%) | $\tilde{s}_i - \tilde{\bar{s}}$ (%) | $\tilde{s}_i - \tilde{\bar{s}}$ (%) | $\tilde{s}_i - \tilde{\bar{s}}$ (%) |
|-----------|-----------------------------------|-----------------------------|----------|---------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 1 (Smallest) | 1869 | 25,071 | 29,144 | 5.221 | (0.146) | 2.378 | 700 | 3.303 | (0.245) | 579 | 4.564 | 16 | 2.843 | 1.918 | 0.657 | 2.186 | 1.261 | 0.925 |
| 2 | 3067 | 67,910 | 38,656 | 3.129 | (0.265) | 1509 | 1341 | 2.207 | (0.078) | 1040 | 2.795 | 20 | 2.070 | 0.922 | 0.334 | 1.736 | 0.588 | 1.148 |
| 3 (Largest) | 3878 | 384,657 | 85,250 | 1.651 | (0.125) | -0.026 | 1957 | 1.102 | (0.081) | 1587 | 1.497 | 13 | 1.657 | 0.529 | 0.134 | 1.523 | 0.395 | 1.128 |
| All firms | 8814 | 198,111 | 57,127 | 2.914 | (0.292) | 0.862 | 3971 | 1.953 | (0.174) | 3206 | 2.600 | 49 | 2.025 | 0.961 | 0.315 | 1.738 | 0.647 | 1.091 |

A. Weekly estimates

B. Daily estimates

The quoted spread, $s_i$, is obtained from the NASDAQ tapes. The percent spread is calculated as $\bar{s}_i = \frac{300}{\text{CoV}_w}$ where CoV is the autocovariance of returns in period $t$ for security $i$. Spread estimates $s_i$ and $\tilde{s}_i$ are based on transaction returns, $R_w$, returns adjusted for time variation in expected returns, $\eta$, and of the difference between returns based on transaction prices and returns calculated using bid-to-ask prices, $RD$, respectively. The individual firm quoted spreads and the three spread estimates are each averaged across firms within each portfolio to obtain subperiod averages. Each reported number is the weighted grand average of the 10 subperiod averages. The last six columns report differences between the quoted spreads and the three spread estimates, and between the three spread estimates themselves.

The weighted standard errors, reported in parentheses, are based on the distribution of the subperiod averages.
over 126 percent. The use of Method 1 leads to a significant, though smaller, increase in spread estimates in daily data, from 0.082 to 0.633. Therefore, as in the case of AMEX/NYSE stocks, this evidence suggests the presence of security-specific positively autocorrelated components in daily stock returns.

The availability of bid/ask quotes for NASDAQ firms allows us to estimate \( s_2 \), and directly address important aspects of the biases in bid–ask spread measures. First, consistent with the theory, \( \hat{s}_2 \) is not affected by the differencing interval. The weekly estimates of \( s_2 \) in panel A range between 1.497 and 4.564, with an average value of 2.600 for all firms. Daily estimates of \( s_2 \) are very similar, ranging between 1.484 and 4.338, with an average value for all firms of 2.379 (see panel B). The minor differences between the weekly and daily estimates are entirely due to the larger number of small firms in the weekly sample. Another important statistic to emphasize is the smaller number of negative estimates of \( s_2 \) (compared to \( \hat{s} \)): only 49 out of a possible 8814 in the weekly sample, and only 1 out of 6757 in the daily data. These numbers stand in sharp contrast to 3971 weekly, and 3781 daily, negative estimates of \( s \).

Second, though estimates of \( s_2 \) are significantly larger than \( \hat{s} \) and also \( \hat{s}_2 \), they remain less than \( s_{2,\text{true}} \). The mean differences between \( s_{2,\text{true}} \) and \( \hat{s}_2 \) are statistically significant in both the weekly and daily samples. However, the economic magnitude of these differences is small: for all firms the difference is 0.315 in the weekly sample, and 0.174 in the daily data. This suggests that although market makers do include an adverse-selection component in their quoted spreads, this component is likely to be small. More detailed analysis of the components of the bid–ask spread is provided in the next subsection.

Third, the downward bias in estimates of the spread based on transaction returns appears to be primarily due to time-varying expected returns. For the weekly sample, the total downward bias in \( \hat{s} \) for all firms, \( s_{2,\text{true}} - \hat{s} \), is 2.052. Of this total bias, the bias due to time variation in expected returns, \( \hat{s}_2 - \hat{s} \), is 1.738. Hence, approximately 85 percent of the bias in \( \hat{s} \) is due to time-varying expected returns (with the proportion varying between 77 and 92 percent for firms within the

---

\[ \text{Cov}(\text{RD}_{t,\text{true}}, \text{RD}_{t+1}) = -\pi(s_{2,\text{true}}/4) - \text{Var}(E_{t,\text{true}}) - \text{Var}(U_{t,\text{true}}). \]

The last two components in the above expression measure the variance of the expected return and unexpected return components over the interval between the last transaction and market close. These components lead to an upward bias in \( \hat{s} \). However, in Section 4.3 we provide some evidence that this upward bias is small.
three portfolios). Similar conclusions can be arrived at based on the daily evidence. For all firms in the sample, about 93 percent of the downward bias in \( \hat{s} \) is due to time variation in expected returns. This proportion varies between 84 and 97 percent for firms within the three portfolios.8

Finally, if bid/ask quotes are not available (as in the case of NYSE/AMEX stocks), and therefore we are interested in estimates of the spread, it is always better to use Method 1. Adjustment for time-varying expected returns leads to estimates of the bid–ask spread that are significantly less biased than \( \hat{s} \), especially in the weekly sample.

### 4.3 Components of the bid–ask spread

Tables 3 and 4 show weekly and daily estimates of regression (15a)–(15c) for NASDAQ stocks in panels A–C. Each of these regressions is estimated cross-sectionally for all firms within a particular portfolio, and for all firms in the sample. All three regressions are estimated for each subperiod. The reported parameter estimates are weighted averages of the subperiod estimates, with weighted standard errors based on the distribution of the 10 subperiod values in parentheses.

Since regression (15c) is well-specified, and the estimators \( \hat{\alpha}_2 \) and \( \hat{\beta}_2 \) are unbiased and efficient, we first analyze the estimates reported in panel C of Tables 3 and 4. Estimates of \( \alpha_2 \) and \( \beta_2 \) can be used as benchmarks to gauge the potential biases in estimates of the parameters of regressions (15a) and (15b). Both for the weekly and daily samples, estimates of \( \alpha_2 \) are all positive and usually less than 2.0 standard errors from zero. The only notable exception is for portfolio 3. However, even for this portfolio, the economic magnitudes of \( \hat{\alpha}_2 \) (0.131 and 0.102) are trivial compared to the levels of the quoted spreads, and the biases in \( \hat{\alpha} \) (see panel A). The consistently positive estimates of \( \alpha_2 \) show that the \( \hat{s}_2 \)'s are upward biased because the measured \( R_D \)'s contain innovations in expected and unexpected returns over the interval between the last transaction and market close (see note 7). However, the small magnitudes of the \( \hat{\alpha}_2 \)'s also suggest that this bias is small.

The behavior of the estimates of \( \beta_2 \), in the weekly and daily samples, has some important implications. First, consistent with the theory, the measurement interval has virtually no impact on estimates of the components of the spread. With the sole exception of portfolio 3, we cannot reject the hypothesis that the daily and weekly \( \beta_2 \)'s are identical. Second, estimates of \( \beta_2 \), which measure \( \pi \), are very similar across

---

8 These estimates provide a lower bound on the bias in \( \hat{s} \) due to time-varying expected returns because, in the presence of adverse selection, \( \hat{s} - \hat{s} \) will understate the true bias. With adverse selection, \( \hat{s} = \pi, \hat{s} < \sqrt{\sigma_s} \), and the "true" downward bias, \( \sqrt{\sigma_s} - \hat{s} \), will be greater than \( \hat{s} - \hat{s} = \pi, \hat{s} - \hat{s} \).
Table 3
Weekly regressions of estimated spreads on quoted spreads for NASDAQ stocks sorted by market value, 1983–1987

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Sample size</th>
<th>( \hat{\alpha} ) (%)</th>
<th>( \hat{\beta} )</th>
<th>( R^2 )</th>
<th>( \hat{\alpha}_1 ) (%)</th>
<th>( \hat{\beta}_1 )</th>
<th>( R^2 )</th>
<th>( \hat{\alpha}_2 ) (%)</th>
<th>( \hat{\beta}_2 )</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1869</td>
<td>-1.745</td>
<td>0.800</td>
<td>0.121</td>
<td>-0.348</td>
<td>0.710</td>
<td>0.115</td>
<td>0.271</td>
<td>0.876</td>
<td>0.637</td>
</tr>
<tr>
<td>(Smallest)</td>
<td></td>
<td>(0.731)</td>
<td>(0.162)</td>
<td></td>
<td>(0.451)</td>
<td>(0.153)</td>
<td></td>
<td>(0.211)</td>
<td>(0.061)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5067</td>
<td>-1.040</td>
<td>0.799</td>
<td>0.031</td>
<td>0.224</td>
<td>0.679</td>
<td>0.034</td>
<td>0.088</td>
<td>0.920</td>
<td>0.614</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.790)</td>
<td>(0.151)</td>
<td></td>
<td>(0.402)</td>
<td>(0.162)</td>
<td></td>
<td>(0.045)</td>
<td>(0.020)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3878</td>
<td>-0.827</td>
<td>0.498</td>
<td>0.015</td>
<td>0.011</td>
<td>0.677</td>
<td>0.025</td>
<td>0.131</td>
<td>0.869</td>
<td>0.688</td>
</tr>
<tr>
<td>(Largest)</td>
<td></td>
<td>(0.564)</td>
<td>(0.120)</td>
<td></td>
<td>(0.194)</td>
<td>(0.135)</td>
<td></td>
<td>(0.031)</td>
<td>(0.031)</td>
<td></td>
</tr>
<tr>
<td>All firms</td>
<td>8814</td>
<td>-1.148</td>
<td>0.701</td>
<td>0.076</td>
<td>0.043</td>
<td>0.672</td>
<td>0.080</td>
<td>0.126</td>
<td>0.897</td>
<td>0.740</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.628)</td>
<td>(0.088)</td>
<td></td>
<td>(0.222)</td>
<td>(0.081)</td>
<td></td>
<td>(0.067)</td>
<td>(0.035)</td>
<td></td>
</tr>
</tbody>
</table>

The three spread estimates \( \hat{\delta}_t \), \( \hat{\delta}_s \), and \( \hat{\delta}_q \) are calculated for each security for each subperiod using \( \hat{\delta}_t = 200 \sqrt{-\text{Cov}_{\tau}} \), \( \tau = 1, 2, 3 \), where \( \text{Cov}_{\tau} \) is the autocovariance of transaction returns. \( R_{\tau} \) returns adjusted for time variation in expected returns, \( \tau \), and of the difference between returns based on transaction prices and returns calculated using bid-to-bid prices, RD, respectively. The quoted spread, \( s_q \), for each security for each subperiod is obtained from the NASDAQ tapes. The regression parameters are estimated cross-sectionally for all firms within a particular portfolio (and for all firms in our sample) during each subperiod. Each reported parameter estimate is the weighted average of the subperiod values. The numbers in parentheses below the averages are weighted standard errors based on the distribution of the subperiod estimates.
Table 4  
Daily regressions of estimated spreads on quoted spreads for NASDAQ stocks sorted by market value, 1983–1987  

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Sample size</th>
<th>( \hat{\alpha} ) (%)</th>
<th>( \hat{\beta} )</th>
<th>( R^2 )</th>
<th>( \hat{\alpha} ) (%)</th>
<th>( \hat{\beta} )</th>
<th>( R^2 )</th>
<th>( \hat{\alpha} ) (%)</th>
<th>( \hat{\beta} )</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Smallest)</td>
<td>1097</td>
<td>-2.111 (0.272)</td>
<td>0.923 (0.071)</td>
<td>0.458</td>
<td>-1.667 (0.221)</td>
<td>0.907 (0.066)</td>
<td>0.465</td>
<td>0.315 (0.210)</td>
<td>0.878 (0.068)</td>
<td>0.810</td>
</tr>
<tr>
<td>2</td>
<td>2287</td>
<td>-2.582 (0.218)</td>
<td>1.040 (0.091)</td>
<td>0.301</td>
<td>-1.818 (0.215)</td>
<td>0.966 (0.089)</td>
<td>0.294</td>
<td>0.080 (0.039)</td>
<td>0.948 (0.013)</td>
<td>0.873</td>
</tr>
<tr>
<td>3 (Largest)</td>
<td>3373</td>
<td>-2.200 (0.168)</td>
<td>0.915 (0.049)</td>
<td>0.175</td>
<td>-1.555 (0.101)</td>
<td>0.957 (0.048)</td>
<td>0.194</td>
<td>0.102 (0.015)</td>
<td>0.933 (0.012)</td>
<td>0.895</td>
</tr>
<tr>
<td>All firms</td>
<td>6757</td>
<td>-2.300 (0.189)</td>
<td>0.964 (0.059)</td>
<td>0.444</td>
<td>-1.571 (0.112)</td>
<td>0.911 (0.038)</td>
<td>0.437</td>
<td>0.144 (0.068)</td>
<td>0.915 (0.037)</td>
<td>0.895</td>
</tr>
</tbody>
</table>

The three spread estimates \( \hat{s}_i, \hat{s}_w, \) and \( \hat{s}_t \) are calculated for each security for each subperiod using \( \hat{s}_i = 200 \sqrt{-\text{Cov}_t}, \) \( j = 1, 2, 3, \) where \( \text{Cov}_t \) is the autocovariance of transaction returns, \( R_t \) returns adjusted for time variation in expected returns, \( \eta, \) and of the difference between returns based on transaction prices and returns calculated using bid-to-bid prices, \( \text{RD}_t, \) respectively. The quoted spread, \( s_w, \) for each security for each subperiod is obtained from the NASDAQ tapes. The regression parameters are estimated cross-sectionally for all firms within a particular portfolio (and for all firms in our sample) during each subperiod. Each reported parameter estimate is the weighted average of the subperiod values. The numbers in parentheses below the averages are weighted standard errors based on the distribution of the subperiod estimates.
firms of different market value. For example, in the weekly data the hypothesis that the $\beta_2$'s for firms within each portfolio are equal to 0.897 (the average value of $\beta_2$ for all firms) cannot be rejected at conventional significance levels. Similar conclusions can be arrived at based on the daily evidence, with the sole exception of portfolio 2. This similarity in estimates of $\beta_2$ across firms of different market value is consistent with the findings of Stoll (1989), which show that, although the quoted spread varies considerably across stocks, the components of the spread appear to be a fixed proportion of the quoted spreads.

The most important implication of the evidence in panel C, however, is related to the magnitudes of the estimates of $\beta_2$. In both daily and weekly samples, we can reject the hypothesis that $\beta_2$'s for all firms are equal to 1.0, which suggests that quoted spreads do contain an adverse-selection component. However, the magnitudes of estimates of $\beta_2$, which are 0.897 and 0.915 for all firms in the weekly and daily samples, indicate that the adverse-selection component is a much smaller proportion of the spread than documented in earlier studies. Based on the estimates for all firms, the proportion of the spread due to adverse selection, $1 - \hat{\beta}_2$, ranges between 8 and 13 percent. These estimates are less than one third the magnitude of 43 percent reported by Stoll (1989).9

Finally, regression (15c) appears to be well-specified: the average $R^2$'s in weekly data range between 60 and 75 percent, and between 80 and 90 percent in the daily data. The efficiency of $\hat{\alpha}_2$ and $\hat{\beta}_2$ is reflected in their low standard errors. Hence, not only is $\hat{\beta}_2$ an unbiased estimator of $\beta_2$, but it also provides precise (and hence reliable) estimates.

In contrast, parameter estimates of regression (15a) in panel A of Tables 3 and 4 demonstrate the unreliability of inferences based on point estimates of regressions using transaction-return-based spread measures. First, the high sampling variance of $\hat{s}$ leads to low $R^2$'s,

---

9 As a result of the fact that $RD_t$ contains innovations in expected and unexpected returns over the interval between the last transaction and market close, estimates of $\beta_2$ may be upward biased. This can occur because the variances of these two components are likely to be cross-sectionally positively correlated with the spread [see regression (15a)]. Also, there may be potential upward bias in $\hat{\beta}_2$ because we sample stocks that trade every day (week), as opposed to all stocks that are listed on the exchange each day. However, this bias will be large only if quantity traded is not completely inelastic with respect to changes in the spread and most of the variation in the spread is due to changes in the adverse-selection component. Unfortunately, it is not possible to empirically evaluate the extent of these biases. However, these biases are likely to be attenuated by a downward bias in $\hat{\beta}_2$. Recall that we assume that end-of-day buy and sell orders are equally likely, and serially independent. There is some evidence, however, that the last trades of a day tend to occur more frequently at the ask price [see, e.g., Harris (1989)]. Unfortunately, we cannot estimate the ex ante probability of buy/sell orders for our sample because the bid/ask quotes are typically measured after the last trade. It can be shown, however, that if the ex ante probabilities of buy and sell orders are not equal, then our estimates of the slope coefficients in regressions (15a)–(15c) will be downward biased [see, e.g., Choi, Salandra, and Shastri (1988)].
especially when compared to the $R^2$'s of regression (15c). The differences in the $R^2$'s are, as stated in Property B3, much larger in weekly data, and much greater for larger firms. For example, the average $R^2$ for all firms in the weekly sample for regression (15a) is only 7.6 percent versus an average $R^2$ of 74 percent for regression (15c), and for large firms (portfolio 3) the numbers are 1.5 percent versus 68.8 percent. The differences in $R^2$'s, though smaller, are still substantial in daily data: the comparable numbers for all firms are 44.4 percent versus 89.5 percent. These differences, in turn, are reflected in the much higher standard errors of $\hat{\alpha}$ and $\hat{\beta}$, compared to the standard errors of $\hat{\alpha}_2$ and $\hat{\beta}_2$. For example, the standard error of $\hat{\alpha}$ for all firms in the weekly sample is 0.628 as opposed to only 0.067 for $\hat{\alpha}_2$. Moreover, the standard errors of the estimators of the slope coefficients are 0.088 versus 0.035. Similar differences, though smaller in magnitude, exist in the daily estimates (see panels A and C of Table 4). The high standard errors of $\hat{\alpha}$ and $\hat{\beta}$ reflect their imprecision, and caution against using point estimates to draw inferences, especially in weekly data and for larger firms.

Second, the downward bias in $\hat{\sigma}$ due to time-varying expected returns is reflected in the large negative estimates of $\hat{\alpha}$: the average value of $\hat{\alpha}$ for all firms is $-1.148$ in the weekly and $-2.300$ in the daily samples. These estimates are large in magnitude compared to the respective levels of the quoted spreads of 2.914 and 2.553. However, because of the large standard errors, the estimates of $\alpha$ are often not significantly different from zero in the weekly data.

Third, and perhaps most importantly, $\hat{\beta}$, which measures $\sqrt{\pi}$, is biased. This bias is reflected in two important ways: (i) There is a substantial interval effect on $\hat{\beta}$. For all firms in our sample, the weekly estimate of $\beta$ is 0.701 versus a value of 0.964 in the daily data. Furthermore, even with the high standard errors, these estimates are significantly different from each other. Consequently, based on the weekly and daily data, we draw very different conclusions about even the existence of adverse selection in securities markets. The weekly data suggest that, for all firms in our sample, approximately 50 percent, $1 - \hat{\beta}_2$, of the quoted spread is due to the adverse-selection component, whereas the daily data indicate virtually no adverse selection in the market. The daily estimate of $\beta$ is not statistically different from 1.0 even if we use lower standard errors based on estimates of regression (15c). These substantially divergent estimates of the rel-
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10 Estimates of the components of the spread based on $\hat{\beta}$ and $\hat{\beta}_2$ are approximate because they measure $\sqrt{\pi}$, and we square the estimates to obtain values of $\pi$. And squared values of $\hat{\beta}$ and $\hat{\beta}_2$ will not be unbiased estimates of $\pi$. Nevertheless, these values provide an idea of the markedly different estimates of the components of the spread obtained from daily and weekly serial covariances of transaction returns.
ative importance of the adverse-selection component stand in stark contrast to the proportions of 10.3 and 8.5 percent obtained from weekly and daily estimates of $\beta_2$. (ii) Estimates of $\beta$ also vary substantially across firms in the three market value portfolios. They range between 0.498 and 0.800 in the weekly sample, and between 0.913 and 1.040 in daily data.

Estimates of regression (15b) are reported in panel B of Tables 3 and 4. Unfortunately, since Method 1 cannot fully correct for time-varying expected returns, estimates of $\beta_1$ remain biased. Both daily and weekly estimates are downward biased, although there is a marked improvement in the daily estimates. For example, for all firms in our sample, the weekly estimate of the proportion of the bid–ask spread due to adverse selection is 45.2 percent, whereas the corresponding daily estimate is 17 percent. Note that these estimates are again approximate because they are calculated as $1 - \hat{\beta}^2$.

One possible explanation for the downward bias in $\hat{\beta}$ and $\hat{\beta}_1$ is that the autocovariance generated by time-varying expected returns is positively correlated with $s_{\pi}$. The positive (cross-sectional) correlation between $\text{Cov}(E_m, E_{m-1})$ and $s_{\pi}$ is suggested by the fact that smaller firms exhibit a higher degree of variation in expected returns [see Conrad and Kaul (1988) and Lo and MacKinlay (1988)], and they also tend to have larger quoted spreads. And since $\text{Cov}(E_m, E_{m-1})$ enters with a negative sign in the formulas for $\hat{s}$ and $\hat{s}_n$, both $\beta$ and $\hat{\beta}_1$ are downward biased. In Section 5.5, we provide some evidence in favor of this explanation.\footnote{This, however, cannot be the complete explanation for our results. Although it is consistent with the downward bias in $\hat{\beta}_1$, in the weekly and daily data, and also with the downward bias in weekly $\hat{\beta}$'s of regression (15a), it cannot explain the upward bias in daily estimates of $\beta$.}

The analysis of the estimates of regressions (15a)–(15c) underline the importance of utilizing the information contained in both transaction prices \textit{and} bid/ask quotes, while estimating the components of the spread. Specifically, Method 2 provides unbiased and efficient estimators of the spread components. If bid/ask quotes are not available, using Method 1 to adjust transaction returns for time-varying expected returns usually does not yield unbiased estimates of the components of the spread. However, this method provides more realistic estimates of the level of the spread as shown in Section 4.2. The comparative magnitudes of $\hat{\alpha}$ and $\hat{\alpha}_1$ in Tables 3 and 4 also exhibit the marked reduction in the bias due to time-varying expected returns when Method 1 is used to extract $E_{\pi}$'s from transaction returns.\footnote{However, estimates of $\alpha$ and $\alpha_1$ in panels A and B (Tables 3 and 4) should be interpreted with caution. Since $\hat{\beta}$ and $\hat{\beta}_1$ are downward biased, there is a resulting upward bias (i.e., toward zero) in $\hat{\alpha}$ and $\hat{\alpha}_1$. For example, weekly estimates of $\alpha_1$ are statistically indistinguishable from zero, which would suggest that Method 1 completely eliminates the downward bias in $\hat{s}$ due to time-varying expected returns. However, this occurs primarily because $\hat{\beta}_1$ is substantially downward biased.}
**Trade size and the spread.** The estimation of the components of the spread has been carried out under the assumption that all trades are of unit size or, equivalently, that the spread is independent of trade size. If this assumption is valid, then the adverse-selection component will be 8 to 13 percent of the spread for all quantities of trade. However, the spread may be a function of order size. For example, Easley and O'Hara (1987), Glosten (1989), and Kyle (1985) present models that suggest that the adverse-selection component should increase with order size. Likewise, inventory models of the spread would suggest that order-processing costs also increase with trade size.

If the dollar spreads due to both order-processing costs and adverse selection increase with order size, but they remain constant proportions of the spread, then our estimate of the components based on \( s_2 \) will be valid for all trade sizes. If, however, only the adverse-selection component of the spread varies with trade size [see, e.g., Glosten and Harris (1988)], then our estimate of the adverse-selection spread based on \( s_2 \) will measure the importance of this component for small trades (and hence will provide a lower bound estimate for large information-based trades). This follows because \( s_2 \) is based on \( R_D \), which, in turn, is the difference between the transaction and bid returns. The autocovariance of this difference reflects the change in expectations associated with only that part of the last order for which the market maker is committed to trade at his quote. This leaves us with an estimate of \( \pi \) for small trades only.

On the other hand, since \( s_1 \) is based on transaction returns (and not differences in returns), \( \beta_t \) can be used to obtain an estimate of the quantity-contingent adverse-selection component. Unfortunately, however, because of the bias and imprecision of \( \beta_t \), and the widely varying weekly and daily estimates of the adverse-selection component (45 percent versus 17 percent), we cannot draw reliable inferences about the quantity-contingent adverse-selection component of the spread.

5. **Some Sensitivity Tests**

In this section, we provide some discussion of the sensitivity of our results and conclusions to changes in the assumptions underlying our model and estimation techniques.

**5.1 The regression specification**

Our analysis of the components of the bid–ask spread is based on regressing \( s_t, s_o, \) and \( s_2 \) on the quoted spread \( s_w \). However, mathematically all spread measures are derived from covariances of returns.
which are directly related to the square of the spread [see Equation (4)]. We estimate regressions (15a)-(15c) instead because the intercepts of these regressions have an appealing intuitive interpretation: they measure the bias in spread estimators due to time-varying expected returns and/or partial price adjustments. Both academicians and practitioners are presumably interested in the level of the spread, rather than squared spreads.

For completeness, however, we also estimate regressions (15a)-(15c) in their squared form, that is,

\[ \hat{s}_{t}^{2} = \alpha'_{t} + \beta'_{t} s_{qt}^{2} + \epsilon'_{t}, \]  
\[ \hat{s}_{t}^{2} = \alpha'_{t} + \beta'_{t} s_{qt}^{2} + \epsilon'_{t}, \]  
\[ \hat{s}_{t}^{2} = \alpha'_{t} + \beta'_{t} s_{qt}^{2} + \epsilon'_{t}. \]  

(15a')

Note that \( \beta'_{t} \) and \( \beta'_{t} \) measure the proportion of the spread due to order-processing costs, \( \pi' \), whereas \( \beta'_{t} \) measures \( \pi' \). The evidence, not reported, provides further support for the use of \( \hat{s}_{t} \) as opposed to \( \hat{s}_{t} \) or \( \hat{s}_{t} \) in estimating the spread components. The square roots of the estimates of \( \beta'_{t} \) are very similar to the estimates of \( \beta'_{t} \), both in the daily and weekly regressions. For example, for all firms in our sample, the daily and weekly values of \( \sqrt{\beta'_{t}} \) are 0.925 and 0.933, respectively. These estimates are statistically indistinguishable from the corresponding estimates of \( \beta'_{t} \), of 0.915 and 0.897 reported in Tables 3 and 4. However, estimates of the parameters of regression (15c') are much more imprecise than the estimates of regression (15c). Consequently, we cannot reject the hypothesis that there is no adverse selection in securities' markets. Hence, although the point estimates of regressions (15c) and (15c') are almost identical, it may be more appropriate to estimate regression (15c) because of the higher precision of its estimates.

Estimates of regressions (15a') and (15b') again provide qualitatively similar results to those of regressions (15a) and (15b). The implied estimates of \( \pi' \) are higher in both daily and weekly data, but they remain unreliable because the weekly and daily data again provide very different estimates of the spread components.

### 5.2 Measurement of transaction prices and bid/ask quotes

Recall that our second spread estimator \( \hat{s}_{t} \) is based on the difference between transaction and bid returns, where the bid prices are assumed to be measured subsequent to each transaction. However, if some bid prices are measured simultaneously, the definition of bid returns and, consequently, of our spread estimator \( \hat{s}_{tn} \) will be altered. Let \( I_{n} \) be
equal to 0 or 1 as the bid quote is subsequent or simultaneous to transaction \( t \), where \( E(I_t) = d \). Then \( \hat{s}_{zt} \) can be modified to\(^{13}\)

\[
\hat{s}_{zt} = \sqrt{d + \pi^2_t(1 - d)} \hat{s}_{zt}
\]

(16)

Note that if all quotes are reported subsequent to each transaction \( t \), then \( d = 0 \) and our original measure of the spread in Equation (11) obtains (i.e., \( \hat{s}_{zt} = \pi_t \hat{s}_p \)). On the other hand, if all bid prices are measured simultaneously, \( d = 1 \) and \( \hat{s}_{zt} = \hat{s}_p \). Under these circumstances, no information about the components of the spread can be obtained by estimating regressions (15a) or (15a').

Since all bid/ask quotes reported in the NASDAQ data files are daily closing prices, while the transaction prices relate to the last trade of the day, the two sets of prices can be measured simultaneously only when market-at-close orders occur. More importantly, such orders have to be fairly frequent for our estimates of the components of the spread to change substantially. From Equation (16) it can be seen that if market-at-close orders occur, the slope coefficient of regression (15a), \( \beta_{zt} \), will not measure \( \pi_t \) but will be a measure of \( \sqrt{d + \pi^2_t(1 - d)} \). In Table 5, we present daily and weekly estimates of \( \pi \) for different values of \( d \), using the point estimates of \( \beta_t \) for all firms in our sample (0.915 and 0.897, respectively). Specially, \( \hat{\pi} \) is calculated as

\[
\hat{\pi} = \sqrt{\frac{\beta_{zt} - d}{1 - d}}.
\]

(17)

Table 5, column 2, shows that even if \( d = 0.50 \) (i.e., as much as 50 percent of all last trades on the NASDAQ occur at market close), the daily estimate of \( \pi \) remains as high as 0.82. Also, note that Stoll’s (1989) estimate of 43 percent for the adverse-selection component would require more than 75 percent of all last trades to be market-at-close orders. Similar conclusions can be arrived at using the weekly estimate of \( \beta_t \) to compute \( \hat{\pi} \)'s (see column 3).

As a result of lack of intraday time-stamped data, we cannot estimate \( d \) for our sample of NASDAQ stocks. However, there is evidence to suggest that market-at-close orders are not frequent on the NASDAQ. Harris (1989) notes that such orders are quite uncommon on the NYSE. During his 1981–1983 sample period, these orders were placed only for large stocks, and on option expiration days. Fortunately, we
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\(^{13}\) This altered expression can be derived from \( RD_{zt} \), which can now be written as

\[
RD_{zt} = \pi_t(s_{zt}/2)[Q_t - Q_{t-1}] + (1 - \pi_t)(s_{zt}/2)[L_t Q_t - L_{t-1} Q_{t-1}]
\]
Table 5
Sensitivity of estimates of the components of the bid–ask spread to simultaneous measurement of transaction prices and bid quotes for all NASDAQ stocks, 1983–1987

<table>
<thead>
<tr>
<th>d</th>
<th>Daily $\tilde{\pi}$</th>
<th>Weekly $\tilde{\pi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.915</td>
<td>0.897</td>
</tr>
<tr>
<td>0.05</td>
<td>0.910</td>
<td>0.893</td>
</tr>
<tr>
<td>0.10</td>
<td>0.905</td>
<td>0.889</td>
</tr>
<tr>
<td>0.15</td>
<td>0.899</td>
<td>0.887</td>
</tr>
<tr>
<td>0.20</td>
<td>0.892</td>
<td>0.889</td>
</tr>
<tr>
<td>0.25</td>
<td>0.885</td>
<td>0.880</td>
</tr>
<tr>
<td>0.30</td>
<td>0.876</td>
<td>0.849</td>
</tr>
<tr>
<td>0.35</td>
<td>0.866</td>
<td>0.836</td>
</tr>
<tr>
<td>0.40</td>
<td>0.854</td>
<td>0.821</td>
</tr>
<tr>
<td>0.45</td>
<td>0.839</td>
<td>0.803</td>
</tr>
<tr>
<td>0.50</td>
<td>0.821</td>
<td>0.781</td>
</tr>
<tr>
<td>0.55</td>
<td>0.799</td>
<td>0.752</td>
</tr>
<tr>
<td>0.60</td>
<td>0.770</td>
<td>0.715</td>
</tr>
<tr>
<td>0.65</td>
<td>0.731</td>
<td>0.665</td>
</tr>
<tr>
<td>0.70</td>
<td>0.676</td>
<td>0.591</td>
</tr>
<tr>
<td>0.75</td>
<td>0.591</td>
<td>0.467</td>
</tr>
<tr>
<td>0.80</td>
<td>0.431</td>
<td>0.152</td>
</tr>
</tbody>
</table>

The daily and weekly $\tilde{\pi}$'s are calculated using Equation (17) and estimates of $\beta$. from regression (15c) for all firms in our sample (i.e., $\tilde{\pi} = \sqrt{\hat{\beta}} - d)/(1 - d)$, where $\hat{\beta} = 0.915$ in the daily data and $\hat{\beta} = 0.897$ in the weekly data.

were also able to obtain the frequency of market-at-close orders for a sample of AMEX firms. Our sample of NASDAQ stocks is more comparable to AMEX firms based on size and trading frequency [see Keim (1989)] and, consequently, the "true" $d$'s are likely to be similar for the two exchanges.

Based on a random sample of 200 AMEX firms that traded between January 1988 and December 1988, the proportion of all (daily) last trades that are market-at-close orders is only 12.7 percent (i.e., $d = 0.127$). A $d$ of 0.127, in turn, implies a daily estimate of $\pi$ of 0.902 (and a weekly estimate of 0.881). These estimates are virtually identical to estimates of $\beta$ reported in the article (0.915 and 0.897, respectively). The adverse-selection component, therefore, is likely to be a relatively small part of the bid–ask spread. For all firms in our sample, a maximum of 12 percent of the spread can be due to adverse selection. And even if market-at-close orders constitute as much as 50 percent of all last daily trades, the adverse-selection component will only be 18 to 20 percent of the spread.

5.3 Price discreteness and nonsynchronous trading
Price discreteness and nonsynchronous trading can also lead to negative autocorrelation in security returns, and thus bias spread esti-
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1. We are extremely grateful to Charles Lee for taking the time to calculate this estimate for us based on his time-stamped intraday data.
mates based on return autocovariances. However, we find some evidence which suggests that the effects of these two sources of negative autocovariance are likely to be much smaller than the negative autocorrelation generated by the order-processing cost component of the spread. Note that $R_{mt}$ does not contain the bid-ask effect but, like the transaction returns, $R_{tm}$, they do contain measurement errors due to price discreteness. However, we find that although daily autocorrelation of $R_{tm}$'s is significantly negative, the autocorrelation of $R_{mt}$'s is significantly positive. In fact, for all firms in our sample, the daily first-order autocorrelation of $R_{mt}$ is 0.14! The negative autocorrelation of transaction returns, and the positive autocorrelation of bid returns, suggests that the bid-ask effect, and not price discreteness (or nonsynchronous trading), is the predominant source of measurement errors in daily and weekly returns. Given this evidence, and the fact that the discreteness effect is uniform in cross section [see Glosten and Harris (1988)], we do not employ the (much more) costly estimation procedure necessary to model discreteness.

5.4 Importance of inventory holding costs
In this article, we have assumed that the quoted spread does not contain an inventory cost component arising from the risk borne by the market maker. We also conduct some tests to verify the validity of this assumption. As shown by Stoll (1989), the inventory cost component should lead to negative autocorrelation in returns based on bid (or ask) quotes. Stoll finds weak evidence for an inventory cost component based on daily data for two months. However, we find no evidence for the existence of an inventory cost component. In fact, the first-order autocorrelation in bid-to-bid returns is positive in both the daily and weekly samples. The difference between our estimates and the evidence in Stoll (1989) may largely be due to the substantial differences in sample sizes: five years versus two months.

5.5 Expected returns of portfolios versus individual securities
In Section 4, we show that Method 1 should be used to calculate spread estimates (i.e., use $s_t$ instead of $s$) if bid/ask quotes are not available. Method 1 uses portfolio expected returns, $E_{pt}$, to extract the expected returns of individual securities, $E_{it}$, since the latter are not observable [see regression (8)]. In order to ensure that $E_{pt}$ does not induce spurious negative serial covariance in the residuals of regression (8), we assume that the autoregressive parameters of all securities within a particular portfolio are equal (i.e., $\phi_1 = \phi_0, \forall i$). Since this assumption might be restrictive, we conduct some tests to evaluate its effects on our results.

From the definition of bid returns in Equation (10), it can be seen
that the serial covariance of $R_{it}$ will solely reflect the effects of time-varying expected returns:

$$\Cov(R_{it}, R_{it-1}) = \Cov(E_{it}, E_{it-1}).$$

(18)

To gauge whether use of $E_{it}$ induces spurious negative autocorrelation in $\eta_{it}$'s [the residuals of regression (8)] by extracting more than $\Cov(E_{it}, E_{it-1})$, we estimate a new set of daily spreads by subtracting $\Cov(R_{it}, R_{it-1})$ from $\Cov(R_{it}, R_{gt-1})$, and compare these estimates with the $\hat{s}_{it}$'s. For firms in each portfolio the alternative spread estimates are significantly larger than the $\hat{s}_{it}$'s. The new average estimates of the spread for firms in portfolios 1, 2, and 3 are 3.506, 2.098, and 1.023 percent, which are much larger than the $\hat{s}_{it}$'s of 2.461, 0.965, and $-0.126$ percent, respectively.\footnote{15} We also calculate the number of observations for which $\Cov(R_{it}, R_{it-1})$ is less than the serial covariance of the fitted values of regression (8)—that is, $\Cov(\hat{\gamma}_{ot} + \hat{\gamma}_{it}, E_{it-1})$. Overextraction of expected returns occurs in only 10 percent of the observations: 702 times out of entire sample of 6757 observations. We reestimate $s_{it}$'s and regressions (15b) and (15b') by excluding the 702 observations for which overextraction occurs. Dropping the 10 percent observations does not significantly alter any of our results or conclusions. Hence, our assumption that the autoregressive parameters of all securities within a particular size-based portfolio are equal does not appear to be unrealistic.

The availability of bid/ask quotes for individual securities also allows us to test the conjecture that $\hat{\beta}_{it}$ and $\hat{\beta}_{it}$ in regressions (15a) and (15b) are downward biased because $\Cov(E_{it}, E_{it-1})$ is positively correlated with the level of the quoted spread. Since $\Cov(R_{it}, R_{gt-1})$ is a measure of $\Cov(E_{it}, E_{it-1})$, we estimate the daily cross-sectional correlation between $\Cov(R_{it}, R_{it-1})$ and $s_{gt}$. The estimated correlation is positive for firms within all portfolios. For all firms in our sample, the estimated correlation coefficient is 0.175, with a $t$-statistic of 9.30.

6. Summary and Conclusions

In this article, we show that previous estimators of both the bid–ask spread and its components are biased and inefficient. These estimators are based on the autocovariance of transaction returns, and are biased...
because these returns contain positively autocorrelated components as a result of time variation in expected returns. Since transaction returns also contain a large "unexpected" return component, these estimators are inefficient as well.

We, therefore, introduce a new approach to obtain unbiased and efficient estimators of the components of the spread. This approach relies on utilizing the information in both transaction prices and bid/ask quotes in estimating the spread components. We use daily and weekly data of NYSE/AMEX and NASDAQ stocks and find that between 77 and 97 percent of the downward bias in previous spread estimates is due to time variation in expected returns. More importantly, though adverse selection comprises a significant component of the spread, it is a much smaller proportion (only 8 to 13 percent) of the quoted spread, at least for small trades, than the previously documented magnitude of over 40 percent. Also, there is no evidence of an inventory cost component. Therefore, order-processing costs are the predominant component of quoted spreads.

The evidence reported in this article suggests caution in drawing inferences from tests of bid–ask theories based on transaction returns. In order to obtain unbiased and precise estimates of the spread components, it is critical to eliminate any positive autocorrelation in transaction returns and to reduce the variance contributed by unexpected returns. Availability of intraday data has made it possible to conduct more powerful tests, but such data are also more likely to contain systematic patterns as a result of short-term frictions in the market. Also, the adverse-selection component of the spread is likely to be positively related to the quantity traded. Because of unavailability of data, we were unable to estimate the relation between order size and adverse selection. However, our methodology can be extended to obtain unbiased and precise estimates of this relation.

Appendix A

Proof of Property A1

Recall that

\[ R_{tr} = E_u + B_u + U_u \]  \hspace{1cm} (A1)

and by definition

\[ \eta_u = R_{tr} - \gamma_0 - \gamma_1 E_{pr} \]  \hspace{1cm} (A2)

Using Equations (A1) and (A2), and under the assumption that \( E_u \) and \( E_{pr} \) are both AR(1) processes with the same autoregressive parameter \( \phi \in (0,1) \), we can write
\[ \text{Cov}(\eta_{m} \eta_{n-1}) = \phi \text{Var}(E_m) + \text{Cov}(B_m, B_{n-1}) + \gamma_{31} \phi \text{Var}(E_{ps}) \\
- \gamma_{11} \phi \text{Cov}(E_{m-1}, E_{ps-1}) - \gamma_{11} \phi \text{Cov}(E_{m-1}, E_{n-1}) \\
- \gamma_{11} \{ \text{Cov}(B_m, E_{ps-1}) + \text{Cov}(E_{ps}, B_{n-1}) \} \]  
(A3)

Since \( E_{ps} \) and \( B_n \) are independent, the bracketed term in Equation (A3) is zero. Therefore,

\[ \text{Cov}(\eta_{m} \eta_{n-1}) = \phi \text{Var}(E_m - \gamma_{11} E_{ps}) + \text{Cov}(B_m, B_{n-1}). \]  
(A4)

Because \( \text{Cov}(\text{RD}_m, \text{RD}_{n-1}) = \text{Cov}(B_m, B_{n-1}) \), \( s_m = s_{m\dagger} \approx s_{1\dagger} \). The downward bias in \( s_m \) decreases to zero (i.e., \( s_{m\dagger} \) approaches \( s_{1\dagger} \)) if the variance of the error in using \( E_{ps} \) as a proxy for \( E_m \), \( \text{Var}(E_m - \gamma_{11} E_{ps}) \), decreases to zero [see Equation (A4)].

**Proof of Property A2**

For all numbers \( \gamma_{11} > 0 \), we have

\[ \gamma_{11} \leq 2\gamma_{1\dagger}. \]  
(A5)

But under the assumption that \( E_m \) and \( E_{ps} \) are positively correlated, jointly normally distributed random variables, the true value of the regression coefficient is

\[ \gamma_{11} = \frac{\text{Cov}(E_m, E_{ps})}{\text{Var}(E_{ps})}. \]  
(A6)

Substituting Equation (A6) into inequality (A5), and performing some algebraic manipulation, yields

\[ \phi \text{Var}(E_m - \gamma_{11} E_{ps}) < \text{Cov}(E_m, E_{n-1}). \]  
(A7)

From inequality (A7) it follows that the downward bias in \( s_m \) is always greater than the downward bias in \( s_{1\dagger} \). Hence, it is always better to filter transaction returns with \( E_{ps} \), before calculating the spread estimates.

**Appendix B**

**Proof of Property B1**

From the specification of regression (15c), \( \beta_{2i} \) may be written as

\[ \beta_{2i} = \frac{\text{Cov}(\hat{s}_{2it}, s_{it})}{\text{Var}(s_{it})} = \varpi \frac{\text{Cov}(s_{2it}, s_{it})}{\text{Var}(s_{it})} = \varpi. \]  
(B1)

And, therefore, \( \alpha_{2i} \) is

\[ \alpha_{2i} = \hat{s}_{2i} - \beta_{2i} s_{it} = \pi_i s_{it} - \varpi \hat{s}_{it} = 0. \]  
(B2)
And since least-squares estimators are unbiased, \( E(\hat{\beta}_{1t}) = \beta_i = \pi_i \) and 
\( E(\hat{\alpha}_{1t}) = \alpha_{1i} = 0 \). The estimators \( \hat{\alpha}_{1t} \) and \( \hat{\beta}_{1t} \) are also efficient because \( \hat{s}_{1t} \) is based on \( RD_{1t} \), which contains neither \( E_{1t} \) nor \( U_{1t} \). Hence, \( \text{Var}(\hat{\alpha}_{1t}) \) and \( \text{Var}(\hat{\beta}_{1t}) \) will be minimized. (See proof of Property B3 for details.)

**Proof of Property B2**

Using Equations (3) and (8), the two spread estimators, \( \hat{s}_i \) and \( \hat{s}_{1i} \), can be written as

\[
\hat{s}_i = 2\sqrt{-\text{Cov}(B_m B_{i-1})} + \left[ 2\sqrt{-\text{Cov}(B_m B_{i-1})} - \text{Cov}(E_{1i}, E_{1i-1}) \right] \tag{B3}
\]

and

\[
\hat{s}_{1i} = 2\sqrt{-\text{Cov}(B_m B_{i-1})} + \left[ 2\sqrt{-\text{Cov}(B_m B_{i-1})} - \phi \text{Var}(E_{1i} - \gamma_{1i} E_{1o}) \right] \tag{B4}
\]

We rewrite Equations (B3) and (B4) as

\[
\hat{s}_i = 2\sqrt{-\text{Cov}(B_m B_{i-1})} + \hat{e}_i \tag{B5}
\]

and

\[
\hat{s}_{1i} = 2\sqrt{-\text{Cov}(B_m B_{i-1})} + \hat{e}_{1i} \tag{B6}
\]

The variables \( \hat{e}_i \) and \( \hat{e}_{1i} \) are specification errors with nonzero means, with \( E(\hat{e}_i) < E(\hat{e}_{1i}) \leq 0 \). This follows from Property A2.

The slope coefficients of regressions (15a) and (15b) are

\[
\beta_i = \sqrt{\pi_i} + \frac{\text{Cov}(\hat{e}_{1i}, s_{q1i})}{\text{Var}(s_{q1i})} \tag{B7}
\]

and

\[
\beta_{1i} = \sqrt{\pi_i} + \frac{\text{Cov}(\hat{e}_{1i}, s_{q1i})}{\text{Var}(s_{q1i})} \tag{B8}
\]

If \( \hat{e}_i \) and \( \hat{e}_{1i} \) are uncorrelated with \( s_{q1i} \) it follows that

\[
E(\hat{\beta}_i) = \beta_i = E(\hat{\beta}_{1i}) = \beta_{1i} = \sqrt{\pi_i} \tag{B9}
\]

and

\[
\alpha_i = \hat{s}_i - \beta_i s_{q1i} = \sqrt{\pi_i} s_{q1i} + \hat{e}_i - \sqrt{\pi_i} s_{q1i} = \hat{e}_i \tag{B10}
\]

Similarly, \( \alpha_{1i} = \hat{e}_{1i} \). And from the definition of the least-squares estimators, we have

\[
E(\hat{\alpha}_i) < E(\hat{\alpha}_{1i}) \leq E(\hat{\alpha}_{2i}) = 0 \tag{B11}
\]
From Property A2 it also follows that $E(\hat{\alpha}_1) = E(\hat{\alpha}_2) = 0$ as the variance of the error in using $E_p$ as a proxy for $E_n$ decreases to zero.

If, however, $\hat{e}_n$ and $\hat{e}_{1u}$ are correlated with $s_{nn}, \hat{\beta}_t$, and $\hat{\beta}_{1u}$ (and $\hat{\alpha}_t$ and $\hat{\alpha}_{1u}$) will be biased. This follows directly from the formulas for $\hat{\beta}_t$ and $\hat{\beta}_{1u}$ (and $\alpha_t$ and $\alpha_{1u}$). Also, note that if $E_p$ is a perfect proxy for $E_n$ no specification error will remain in $\hat{s}_i$ and hence $E(\hat{\alpha}_i) = 0$ and $E(\hat{\beta}_{1u}) = \sqrt{\pi_e}$.

**Proof of Property B3**

All measures of the spread are based on first-order autocovariances. The sampling variance of the first-order autocovariance of $Y_i$ may be written as

$$\text{Var}[\text{Cov}(Y_n, Y_{n-1})] = (1 + 2\rho^2)[\text{Var}(Y_n)]^2,$$

where $\rho_n$ is the true first-order autocorrelation coefficient of $Y_i$ [see Bartlett (1946)].

Let us compare the sampling variance of $\hat{s}$ and $\hat{s}_2$. Note that $\hat{s}$ is based on Cov($R_{n, R_{n-1}}$) and $\hat{s}_2$ is based on Cov($\text{RD}_n, \text{RD}_{n-1}$). Now, Var($\text{RD}_n$) is likely to be much smaller than Var($R_{n}$). For all firms in our sample, the average weekly ratio of Var($\text{RD}_n$)/Var($R_{n}$) is 0.124. Hence, Var($R_{n}$) is nine times larger than Var($\text{RD}_n$); and this number varies between 5 (for small firms) and 15 (for large firms). This dramatic difference is largely because $U_t$ is the predominant source of variation in transaction returns, and $\text{RD}_n$ does not contain either $E_t$ or $U_t$.

Hence, even if we assume that the first-order autocorrelation of transaction returns, $\rho_k$, equals 0 (minimum possible), and the first-order autocorrelation of $\text{RD}_n, \rho_{RD}$, equals $-0.50$ (maximum possible), we find that for all firms the weekly sampling variance of Cov($R_{n, R_{n-1}}$) will be about 55 times larger than the sampling variance of Cov($\text{RD}_n, \text{RD}_{n-1}$). And this difference is much greater for larger than for smaller firms. Also, since Var($U_t$) is significantly lower in daily data, while Var($\text{RD}_n$) remains roughly the same, the differences in daily sampling variances of Cov($R_{n, R_{n-1}}$) and Cov($\text{RD}_n, \text{RD}_{n-1}$) will be smaller.

Now consider $\hat{s}_i$, which is based on Cov($\eta_n, \eta_{n-1}$). Even if $E_p$ were a perfect proxy for $E_n$ (the best-case scenario), $\eta_n$ would still contain $U_t$. And since $U_t$ is the predominant component of $R_{n}, \text{Var}[\text{Cov}(\eta_n, \eta_{n-1})] > \text{Var}[\text{Cov}(\text{RD}_n, \text{RD}_{n-1})]$. Of course, to the extent that expected returns vary through time, and that $E_p$ extracts an estimate of $E_n$, the sampling variance of $\hat{s}_i$ is likely to be lower than the sampling variance of $\hat{s}$. However, based on estimates of $\rho_k, \rho^2$, and Var($\eta$)/Var($R_n$), the differences in the sampling variances of $\hat{s}$ and $\hat{s}_i$ are minor: Var($\hat{s}$) is typically 1.04 to 1.10 times larger than Var($\hat{s}_i$).
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Hence, \( \text{Var}(\hat{s}_2) \ll \text{Var}(\hat{s}_1) < \text{Var}(\hat{s}) \). And since the coefficient of determination is inversely related to the variance of the dependent variable, the \( R^2 \)s of regression (15c) will be much larger than those of regressions (15a) or (15b). The sampling variances of the estimators of the parameters of the regressions, on the other hand, are directly related to the variance of the dependent variable. Therefore, \( \hat{\alpha}_2 \) and \( \hat{\beta}_2 \) will be efficient because \( \hat{s}_2 \) is based on \( RD_2 \). The sampling variances of \( \hat{\alpha} \) and \( \hat{\beta} \), on the other hand, will be the largest. And again, the differences in \( R^2 \) and standard errors of regressions (15a) and (15c) will be greatest for large firms, and larger in weekly versus daily data.
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