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This paper tests the relationship between average return and risk for New York Stock Exchange common stocks. The theoretical basis of the tests is the "two-parameter" portfolio model and models of market equilibrium derived from the two-parameter portfolio model. We cannot reject the hypothesis of these models that the pricing of common stocks reflects the attempts of risk-averse investors to hold portfolios that are "efficient" in terms of expected value and dispersion of return. Moreover, the observed "fair game" properties of the coefficients and residuals of the risk-return regressions are consistent with an "efficient capital market"—that is, a market where prices of securities fully reflect available information.

I. Theoretical Background

In the two-parameter portfolio model of Tobin (1958), Markowitz (1959), and Fama (1965b), the capital market is assumed to be perfect in the sense that investors are price takers and there are neither transactions costs nor information costs. Distributions of one-period percentage returns on all assets and portfolios are assumed to be normal or to conform to some other two-parameter member of the symmetric stable class. Investors are assumed to be risk averse and to behave as if they choose among portfolios on the basis of maximum expected utility. A perfect capital market, investor risk aversion, and two-parameter return distributions imply the important "efficient set theorem": The optimal portfolio for any investor must be efficient in the sense that no other portfolio with the same or higher expected return has lower dispersion of return.¹
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¹ Although the choice of dispersion parameter is arbitrary, the standard deviation
In the portfolio model the investor looks at individual assets only in terms of their contributions to the expected value and dispersion, or risk, of his portfolio return. With normal return distributions the risk of portfolio \( P \) is measured by the standard deviation, \( \sigma(\bar{R}_p) \), of its return, \( \bar{R}_p \), and the risk of an asset for an investor who holds \( P \) is the contribution of the asset to \( \sigma(\bar{R}_p) \). If \( x_{ip} \) is the proportion of portfolio funds invested in asset \( i \), \( \sigma_{ij} = \text{cov}(\bar{R}_i, \bar{R}_j) \) is the covariance between the returns on assets \( i \) and \( j \), and \( N \) is the number of assets, then

\[
\sigma(\bar{R}_p) = \sum_{i=1}^{N} x_{ip} \sqrt{\sum_{j=1}^{N} x_{jp} \sigma_{ij}} = \sum_{i=1}^{N} x_{ip} \frac{\text{cov}(\bar{R}_i, \bar{R}_p)}{\sigma(\bar{R}_p)}.
\]

Thus, the contribution of asset \( i \) to \( \sigma(\bar{R}_p) \)—that is, the risk of asset \( i \) in the portfolio \( P \)—is proportional to

\[
\sum_{j=1}^{N} x_{jp} \sigma_{ij} / \sigma(\bar{R}_p) = \text{cov}(\bar{R}_i, \bar{R}_p) / \sigma(\bar{R}_p).
\]

Note that since the weights \( x_{ip} \) vary from portfolio to portfolio, the risk of an asset is different for different portfolios.

For an individual investor the relationship between the risk of an asset and its expected return is implied by the fact that the investor's optimal portfolio is efficient. Thus, if he chooses the portfolio \( m \), the fact that \( m \) is efficient means that the weights \( x_{im}, i = 1, 2, \ldots, N, \) maximize expected portfolio return

\[
E(\bar{R}_m) = \sum_{i=1}^{N} x_{im} E(\bar{R}_i),
\]

subject to the constraints

is common when return distributions are assumed to be normal, whereas an interfractile range is usually suggested when returns are generated from some other symmetric stable distribution.

It is well known that the mean–standard deviation version of the two-parameter portfolio model can be derived from the assumption that investors have quadratic utility functions. But the problems with this approach are also well known. In any case, the empirical evidence of Fama (1965a), Blume (1970), Roll (1970), K. Miller (1971), and Officer (1971) provides support for the "distribution" approach to the model. For a discussion of the issues and a detailed treatment of the two-parameter model, see Fama and Miller (1972, chaps. 6–8).

We also concentrate on the special case of the two-parameter model obtained with the assumption of normally distributed returns. As shown in Fama (1971) or Fama and Miller (1972, chap. 7), the important testable implications of the general symmetric stable model are the same as those of the normal model.

\(^2\) Tildes (\( \sim \)) are used to denote random variables. And the one-period percentage return is most often referred to just as the return.
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\[ \sigma(\tilde{R}_p) = \sigma(\tilde{R}_m) \text{ and } \sum_{i=1}^{N} x_{im} = 1. \]

Lagrangian methods can then be used to show that the weights \( x_{jm} \) must be chosen in such a way that for any asset \( i \) in \( m \)

\[ E(\tilde{R}_i) - E(\tilde{R}_m) = S_m \left[ \sum_{j=1}^{N} x_{jm} \sigma_{ij} \over \sigma(\tilde{R}_m) - \sigma(\tilde{R}_m) \right], \tag{1} \]

where \( S_m \) is the rate of change of \( E(\tilde{R}_p) \) with respect to a change in \( \sigma(\tilde{R}_p) \) at the point on the efficient set corresponding to portfolio \( m \). If there are nonnegativity constraints on the weights (that is, if short selling is prohibited), then (1) only holds for assets \( i \) such that \( x_{im} > 0 \).

Although equation (1) is just a condition on the weights \( x_{jm} \) that is required for portfolio efficiency, it can be interpreted as the relationship between the risk of asset \( i \) in portfolio \( m \) and the expected return on the asset. The equation says that the difference between the expected return on the asset and the expected return on the portfolio is proportional to the difference between the risk of the asset and the risk of the portfolio. The proportionality factor is \( S_m \), the slope of the efficient set at the point corresponding to the portfolio \( m \). And the risk of the asset is its contribution to total portfolio risk, \( \sigma(\tilde{R}_m) \).

II. Testable Implications

Suppose now that we posit a market of risk-averse investors who make portfolio decisions period by period according to the two-parameter model.\(^3\) We are concerned with determining what this implies for observable properties of security and portfolio returns. We consider two categories of implications. First, there are conditions on expected returns that are implied by the fact that in a two-parameter world investors hold efficient portfolios. Second, there are conditions on the behavior of returns through time that are implied by the assumption of the two-parameter model that the capital market is perfect or frictionless in the sense that there are neither transactions costs nor information costs.

A. Expected Returns

The implications of the two-parameter model for expected returns derive from the efficiency condition or expected return-risk relationship of equation (1). First, it is convenient to rewrite (1) as

\(^3\)A multiperiod version of the two-parameter model is in Fama (1970a) or Fama and Miller (1972, chap. 8).
\[ E(\tilde{R}_i) = [E(\tilde{R}_m) - S_m \sigma(\tilde{R}_m)] + S_m \sigma(\tilde{R}_m) \beta_i, \]  
(2)
where
\[ \beta_i = \frac{\text{cov}(\tilde{R}_i, \tilde{R}_m)}{\sigma^2(\tilde{R}_m)} = \frac{\sum_{j=1}^{N} x_{im} \sigma_{ij}}{\sigma^2(\tilde{R}_m)} = \frac{\text{cov}(\tilde{R}_i, \tilde{R}_m) / \sigma(\tilde{R}_m)}{\sigma(\tilde{R}_m)}. \]  
(3)

The parameter \( \beta_i \) can be interpreted as the risk of asset \( i \) in the portfolio \( m \), measured relative to \( \sigma(\tilde{R}_m) \), the total risk of \( m \). The intercept in (2),
\[ E(\tilde{R}_o) = E(\tilde{R}_m) - S_m \sigma(\tilde{R}_m), \]  
(4)
is the expected return on a security whose return is uncorrelated with \( \tilde{R}_m \)—that is, a zero-\( \beta \) security. Since \( \beta = 0 \) implies that a security contributes nothing to \( \sigma(\tilde{R}_m) \), it is appropriate to say that it is riskless in this portfolio. It is well to note from (3), however, that since \( x_{im} \sigma_{ii} = x_{im} \sigma^2(\tilde{R}_i) \) is just one of the \( N \) terms in \( \beta_i \), \( \beta_i = 0 \) does not imply that security \( i \) has zero variance of return.

From (4), it follows that
\[ S_m = \frac{E(\tilde{R}_m) - E(\tilde{R}_o)}{\sigma(\tilde{R}_m)}, \]  
(5)
so that (2) can be rewritten
\[ E(\tilde{R}_i) = E(\tilde{R}_o) + [E(\tilde{R}_m) - E(\tilde{R}_o)] \beta_i. \]  
(6)
In words, the expected return on security \( i \) is \( E(\tilde{R}_o) \), the expected return on a security that is riskless in the portfolio \( m \), plus a risk premium that is \( \beta_i \) times the difference between \( E(\tilde{R}_m) \) and \( E(\tilde{R}_o) \).

Equation (6) has three testable implications: (C1) The relationship between the expected return on a security and its risk in any efficient portfolio \( m \) is linear. (C2) \( \beta_i \) is a complete measure of the risk of security \( i \) in the efficient portfolio \( m \); no other measure of the risk of \( i \) appears in (6). (C3) In a market of risk-averse investors, higher risk should be associated with higher expected return; that is, \( E(\tilde{R}_m) - E(\tilde{R}_o) > 0 \).

The importance of condition C3 is obvious. The importance of C1 and C2 should become clear as the discussion proceeds. At this point suffice it to say that if C1 and C2 do not hold, market returns do not reflect the attempts of investors to hold efficient portfolios: Some assets are systematically underpriced or overpriced relative to what is implied by the expected return-risk or efficiency equation (6).

B. Market Equilibrium and the Efficiency of the Market Portfolio

To test conditions C1–C3 we must identify some efficient portfolio \( m \). This in turn requires specification of the characteristic of market equi-
librium when investors make portfolio decisions according to the two-parameter model.

Assume again that the capital market is perfect. In addition, suppose that from the information available without cost all investors derive the same and correct assessment of the distribution of the future value of any asset or portfolio—an assumption usually called "homogeneous expectations." Finally, assume that short selling of all assets is allowed. Then Black (1972) has shown that in a market equilibrium, the so-called market portfolio, defined by the weights

$$x_{im} = \frac{\text{total market value of all units of asset } i}{\text{total market value of all assets}},$$

is always efficient.

Since it contains all assets in positive amounts, the market portfolio is a convenient reference point for testing the expected return-risk conditions C1–C3 of the two-parameter model. And the homogeneous-expectations assumption implies a correspondence between ex ante assessments of return distributions and distributions of ex post returns that is also required for meaningful tests of these three hypotheses.

C. A Stochastic Model for Returns

Equation (6) is in terms of expected returns. But its implications must be tested with data on period-by-period security and portfolio returns. We wish to choose a model of period-by-period returns that allows us to use observed average returns to test the expected-return conditions C1–C3, but one that is nevertheless as general as possible. We suggest the following stochastic generalization of (6):

$$\tilde{R}_{it} = \tilde{\gamma}_{ot} + \tilde{\gamma}_{1t} \beta_i + \tilde{\gamma}_{2t} \beta_i^2 + \tilde{\gamma}_{3t} \delta_i + \tilde{\eta}_{it}.$$  

(7)

The subscript t refers to period t, so that $\tilde{R}_{it}$ is the one-period percentage return on security i from $t - 1$ to $t$. Equation (7) allows $\tilde{\gamma}_{ot}$ and $\tilde{\gamma}_{1t}$ to vary stochastically from period to period. The hypothesis of condition C3 is that the expected value of the risk premium $\tilde{\gamma}_{1t}$, which is the slope $[E(\tilde{R}_{mt}) - E(\tilde{R}_{ot})]$ in (6), is positive—that is, $E(\tilde{\gamma}_{1t}) = E(\tilde{R}_{mt}) - E(\tilde{R}_{ot}) > 0$.

The variable $\beta_i^2$ is included in (7) to test linearity. The hypothesis of condition C1 is $E(\tilde{\gamma}_{2t}) = 0$, although $\tilde{\gamma}_{2t}$ is also allowed to vary stochastically from period to period. Similar statements apply to the term involving $\delta_i$ in (7), which is meant to be some measure of the risk of security i that is not deterministically related to $\beta_i$. The hypothesis of condition C2 is $E(\tilde{\gamma}_{3t}) = 0$, but $\tilde{\gamma}_{3t}$ can vary stochastically through time.

The disturbance $\tilde{\eta}_{it}$ is assumed to have zero mean and to be independent of all other variables in (7). If all portfolio return distributions are to be
normal (or symmetric stable), then the variables $\tilde{\eta}_{it}$, $\tilde{\gamma}_{it}$, $\tilde{\gamma}_{1t}$, $\tilde{\gamma}_{2t}$ and $\tilde{\gamma}_{3t}$ must have a multivariate normal (or symmetric stable) distribution.

**D. Capital Market Efficiency: The Behavior of Returns through Time**

C1–C3 are conditions on expected returns and risk that are implied by the two-parameter model. But the model, and especially the underlying assumption of a perfect market, implies a capital market that is efficient in the sense that prices at every point in time fully reflect available information. This use of the word efficient is, of course, not to be confused with portfolio efficiency. The terminology, if a bit unfortunate, is at least standard.

Market efficiency in combination with condition C1 requires that scrutiny of the time series of the stochastic nonlinearity coefficient $\tilde{\gamma}_{2t}$ does not lead to nonzero estimates of expected future values of $\tilde{\gamma}_{2t}$. Formally, $\tilde{\gamma}_{2t}$ must be a fair game. In practical terms, although nonlinearities are observed ex post, because $\tilde{\gamma}_{2t}$ is a fair game, it is always appropriate for the investor to act ex ante under the presumption that the two-parameter model, as summarized by (6), is valid. That is, in his portfolio decisions he always assumes that there is a linear relationship between the risk of a security and its expected return. Likewise, market efficiency in the two-parameter model requires that the non-$\beta$ risk coefficient $\tilde{\gamma}_{3t}$ and the time series of return disturbances $\tilde{\eta}_{it}$ are fair games. And the fair-game hypothesis also applies to the time series of $- \tilde{\gamma}_{1t} - [E(\tilde{R}_{mt}) - E(\tilde{R}_{0t})]$, the difference between the risk premium for period $t$ and its expected value.

In the terminology of Fama (1970b), these are “weak-form” propositions about capital market efficiency for a market where expected returns are generated by the two-parameter model. The propositions are weak since they are only concerned with whether prices fully reflect any information in the time series of past returns. “Strong-form” tests would be concerned with the speed-of-adjustment of prices to all available information.

**E. Market Equilibrium with Riskless Borrowing and Lending**

We have as yet presented no hypothesis about $\tilde{\gamma}_{ot}$ in (7). In the general two-parameter model, given $E(\tilde{\gamma}_{2t}) = E(\tilde{\gamma}_{3t}) = E(\tilde{\eta}_{it}) = 0$, then, from (6), $E(\tilde{\gamma}_{ot})$ is just $E(\tilde{R}_{ot})$, the expected return on any zero-$\beta$ security. And market efficiency requires that $\tilde{\gamma}_{ot} - E(\tilde{R}_{ot})$ be a fair game.

But if we add to the model as presented thus far the assumption that there is unrestricted riskless borrowing and lending at the known rate $R_{ft}$, then one has the market setting of the original two-parameter “capital asset pricing model” of Sharpe (1964) and Lintner (1965). In this world, since $\beta_{ft} = 0$, $E(\tilde{\gamma}_{ot}) = R_{ft}$. And market efficiency requires that $\tilde{\gamma}_{ot} - R_{ft}$ be a fair game.
It is well to emphasize that to refute the proposition that \( E(\tilde{\gamma}_{it}) = R_{ft} \) is only to refute a specific two-parameter model of market equilibrium. Our view is that tests of conditions C1–C3 are more fundamental. We regard C1–C3 as the general expected return implications of the two-parameter model in the sense that they are the implications of the fact that in the two-parameter portfolio model investors hold efficient portfolios, and they are consistent with any two-parameter model of market equilibrium in which the market portfolio is efficient.

### F. The Hypotheses

To summarize, given the stochastic generalization of (2) and (6) that is provided by (7), the testable implications of the two-parameter model for expected returns are:

- **C1** (linearity)—\( E(\tilde{\gamma}_{2t}) = 0 \).
- **C2** (no systematic effects of non-\( \beta \) risk)—\( E(\tilde{\gamma}_{3t}) = 0 \).
- **C3** (positive expected return-risk tradeoff)—\( E(\tilde{\gamma}_{1t}) = E(\tilde{R}_{mt}) - E(\tilde{R}_{0t}) > 0 \).
- Sharpe-Lintner (S-L) Hypothesis—\( E(\tilde{\gamma}_{0t}) = R_{ft} \).

Finally, capital market efficiency in a two-parameter world requires

- **ME** (market efficiency)—the stochastic coefficients \( \tilde{\gamma}_{2t}, \tilde{\gamma}_{3t}, \tilde{\gamma}_{1t} = [E(\tilde{R}_{mt}) - E(\tilde{R}_{0t})], \tilde{\gamma}_{0t} - E(\tilde{R}_{0t}), \) and the disturbances \( \tilde{\eta}_{it} \) are fair games.\(^4\)

### III. Previous Work\(^5\)

The earliest tests of the two-parameter model were done by Douglas (1969), whose results seem to refute condition C2. In annual and quarterly return data, there seem to be measures of risk, in addition to \( \beta \), that contribute systematically to observed average returns. These results, if valid, are inconsistent with the hypothesis that investors attempt to hold efficient portfolios. Assuming that the market portfolio is efficient, premiums are paid for risks that do not contribute to the risk of an efficient portfolio.

Miller and Scholes (1972) take issue both with Douglas’s statistical techniques and with his use of annual and quarterly data. Using different methods and simulations, they show that Douglas’s negative results could be expected even if condition C2 holds. Condition C2 is tested below with extensive monthly data, and this avoids almost all of the problems discussed by Miller and Scholes.

\(^4\) If \( \tilde{\gamma}_{2t} \) and \( \tilde{\gamma}_{1t} \) are fair games, then \( E(\tilde{\gamma}_{2t}) = E(\tilde{\gamma}_{1t}) = 0 \). Thus, C1 and C2 are implied by ME. Keeping the expected return conditions separate, however, better emphasizes the economic basis of the various hypotheses.

\(^5\) A comprehensive survey of empirical and theoretical work on the two-parameter model is in Jensen (1972).
Much of the available empirical work on the two-parameter model is concerned with testing the S-L hypothesis that $E(\gamma_{ot}) = R_{ft}$. The tests of Friend and Blume (1970) and those of Black, Jensen, and Scholes (1972) indicate that, at least in the period since 1940, on average $\gamma_{ot}$ is systematically greater than $R_{ft}$. The results below support this conclusion.

In the empirical literature to date, the importance of the linearity condition C1 has been largely overlooked. Assuming that the market portfolio $m$ is efficient, if $E(\gamma_{vt})$ in (7) is positive, the prices of high-$\beta$ securities are on average too low—their expected returns are too high—relative to those of low-$\beta$ securities, while the reverse holds if $E(\gamma_{vt})$ is negative. In short, if the process of price formation in the capital market reflects the attempts of investors to hold efficient portfolios, then the linear relationship of (6) between expected return and risk must hold.

Finally, the previous empirical work on the two-parameter model has not been concerned with tests of market efficiency.

IV. Methodology

The data for this study are monthly percentage returns (including dividends and capital gains, with the appropriate adjustments for capital changes such as splits and stock dividends) for all common stocks traded on the New York Stock Exchange during the period January 1926 through June 1968. The data are from the Center for Research in Security Prices of the University of Chicago.

A. General Approach

Testing the two-parameter model immediately presents an unavoidable “errors-in-the-variables” problem: The efficiency condition or expected return-risk equation (6) is in terms of true values of the relative risk measure $\beta_i$, but in empirical tests estimates, $\hat{\beta}_i$, must be used. In this paper

$$\hat{\beta}_i = \frac{\hat{\text{cov}}(\hat{R}_t, \hat{R}_m)}{\hat{\sigma}^2(\hat{R}_m)},$$

where $\hat{\text{cov}}(\hat{R}_t, \hat{R}_m)$ and $\hat{\sigma}^2(\hat{R}_m)$ are estimates of $\text{cov}(R_t, R_m)$ and $\sigma^2(R_m)$ obtained from monthly returns, and where the proxy chosen for $R_m$ is “Fisher’s Arithmetic Index,” an equally weighted average of the returns on all stocks listed on the New York Stock Exchange in month $t$. The properties of this index are analyzed in Fisher (1966).

Blume (1970) shows that for any portfolio $p$, defined by the weights $x_{ip}, i = 1, 2, \ldots, N,$

$$\hat{\beta}_p = \frac{\hat{\text{cov}}(\hat{R}_p, \hat{R}_m)}{\hat{\sigma}^2(\hat{R}_m)} = \sum_{i=1}^{N} x_{ip} \frac{\hat{\text{cov}}(\hat{R}_t, \hat{R}_m)}{\hat{\sigma}^2(\hat{R}_m)} = \sum_{i=1}^{N} x_{ip} \hat{\beta}_i.$$
If the errors in the $\hat{\beta}_i$ are substantially less than perfectly positively correlated, the $\hat{\beta}$'s of portfolios can be much more precise estimates of true $\beta$'s than the $\hat{\beta}$'s for individual securities.

To reduce the loss of information in the risk-return tests caused by using portfolios rather than individual securities, a wide range of values of portfolio $\hat{\beta}_p$'s is obtained by forming portfolios on the basis of ranked values of $\hat{\beta}_i$ for individual securities. But such a procedure, naively executed could result in a serious regression phenomenon. In a cross section of $\hat{\beta}_i$, high observed $\hat{\beta}_i$ tend to be above the corresponding true $\beta_i$ and low observed $\hat{\beta}_i$ tend to be below the true $\beta_i$. Forming portfolios on the basis of ranked $\hat{\beta}_i$ thus causes bunching of positive and negative sampling errors within portfolios. The result is that a large portfolio $\hat{\beta}_p$ would tend to overstate the true $\beta_p$, while a low $\hat{\beta}_p$ would tend to be an underestimate.

The regression phenomenon can be avoided to a large extent by forming portfolios from ranked $\hat{\beta}_i$ computed from data for one time period but then using a subsequent period to obtain the $\hat{\beta}_p$ for these portfolios that are used to test the two-parameter model with fresh data. Within a portfolio, errors in the individual security $\hat{\beta}_i$ are to a large extent random across securities, so that in a portfolio $\hat{\beta}_p$ the effects of the regression phenomenon are, it is hoped, minimized.

**B. Details**

The specifics of the approach are as follows. Let $N$ be the total number of securities to be allocated to portfolios and let $\text{int}(N/20)$ be the largest integer equal to or less than $N/20$. Using the first 4 years (1926–29) of monthly return data, 20 portfolios are formed on the basis of ranked $\hat{\beta}_i$ for individual securities. The middle 18 portfolios each has $\text{int}(N/20)$ securities. If $N$ is even, the first and last portfolios each has $\text{int}(N/20) + 1/2 \lfloor N/20 \rfloor$ securities. The last (highest $\hat{\beta}$) portfolio gets an additional security if $N$ is odd.

The following 5 years (1930–34) of data are then used to recompute the $\hat{\beta}_i$, and these are averaged across securities within portfolios to obtain 20 initial portfolio $\hat{\beta}_{pt}$ for the risk-return tests. The subscript $t$ is added to indicate that each month $t$ of the following four years (1935–38) these $\hat{\beta}_{pt}$ are recomputed as simple averages of individual security $\hat{\beta}_i$, thus adjusting the portfolio $\hat{\beta}_{pt}$ month by month to allow for delisting of securities. The component $\hat{\beta}_i$ for securities are themselves updated yearly—that

---

6 The errors-in-the-variables problem and the technique of using portfolios to solve it were first pointed out by Blume (1970). The portfolio approach is also used by Friend and Blume (1970) and Black, Jensen, and Scholes (1972). The regression phenomenon that arises in risk-return tests was first recognized by Blume (1970) and then by Black, Jensen, and Scholes (1972), who offer a solution to the problem that is similar in spirit to ours.
is, they are recomputed from monthly returns for 1930 through 1935, 1936, or 1937.

As a measure of the non-\(\beta\) risk of security \(i\) we use \(s(\xi_i)\), the standard deviation of the least-squares residuals \(\tilde{\varepsilon}_{it}\) from the so-called market model

\[
\tilde{R}_{it} = a_i + \beta_i \tilde{R}_{mt} + \tilde{\varepsilon}_{it}. \tag{8}
\]

The standard deviation \(s(\xi_i)\) is a measure of non-\(\beta\) risk in the following sense. One view of risk, antithetic to that of portfolio theory, says that the risk of a security is measured by the total dispersion of its return distribution. Given a market dominated by risk averters, this model would predict that a security's expected return is related to its total return dispersion rather than just to the contribution of the security to the dispersion in the return on an efficient portfolio.\(^7\) If \(B_i = \text{cov}(\tilde{R}_t, \tilde{R}_m) / \sigma^2(\tilde{R}_m)\), then in (8) \(\text{cov}(\tilde{\varepsilon}_i, \tilde{R}_m) = 0\), and

\[
\sigma^2(\tilde{R}_i) = \beta_i^2 \sigma^2(\tilde{R}_m) + \sigma^2(\tilde{\varepsilon}_i) + 2 \beta_i \text{cov}(\tilde{R}_m, \tilde{\varepsilon}_i). \tag{9}
\]

Thus, from (9), one can say that \(s(\xi_i)\) is an estimate of that part of the dispersion of the distribution of the return on security \(i\) that is not directly related to \(\beta_i\).

The month-by-month returns on the 20 portfolios, with equal weighting of individual securities each month, are also computed for the 4-year period 1935–38. For each month \(t\) of this period, the following cross-sectional regression—the empirical analog of equation (7)—is run:

\[
R_{pt} = \gamma_{0t} + \gamma_{1t} \hat{\beta}_{p,t-1} + \gamma_{2t} \hat{\beta}^2_{p,t-1} + \gamma_{3t} \bar{s}_{p,t-1}(\xi_i) + \gamma_{pt}, \tag{10}
\]

\(p = 1, 2, \ldots, 20\).

The independent variable \(\hat{\beta}_{p,t-1}\) is the average of the \(\hat{\beta}_i\) for securities in portfolio \(p\) discussed above; \(\hat{\beta}^2_{p,t-1}\) is the average of the squared values of these \(\hat{\beta}_i\) (and is thus somewhat mislabeled); and \(\bar{s}_{p,t-1}(\xi_i)\) is likewise the average of \(s(\xi_i)\) for securities in portfolio \(p\). The \(s(\xi_i)\) are computed from data for the same period as the component \(\hat{\beta}_i\) of \(\hat{\beta}_{p,t-1}\), and like these \(\hat{\beta}_i\), they are updated annually.

The regression equation (10) is (7) averaged across the securities in a portfolio, with estimates \(\hat{\beta}_{p,t-1}, \hat{\beta}^2_{p,t-1}\), and \(\bar{s}_{p,t-1}(\xi_i)\) used as explanatory variables, and with least-squares estimates of the stochastic coefficients \(\gamma_{0t}, \gamma_{1t}, \gamma_{2t}\), and \(\gamma_{3t}\). The results from (10)—the time series of month-by-month values of the regression coefficients \(\gamma_{0t}, \gamma_{1t}, \gamma_{2t}\), and \(\gamma_{3t}\) for the 4-year period 1935–38—are the inputs for our tests of the two-parameter model for this period. To get results for other periods, the steps described

\(^7\) For those accustomed to the portfolio viewpoint, this alternative model may seem so naive that it should be classified as a straw man. But it is the model of risk and return implied by the "liquidity preference" and "market segmentation" theories of the term structure of interest rates and by the Keynesian "normal backwardation" theory of commodity futures markets. For a discussion of the issues with respect to these markets, see Roll (1970) and K. Miller (1971).
above are repeated. That is, 7 years of data are used to form portfolios; the next 5 years are used to compute initial values of the independent variables in (10); and then the risk-return regressions of (10) are fit month by month for the following 4-year period.

The nine different portfolio formation periods (all except the first 7 years in length), initial 5-year estimation periods, and testing periods (all but the last 4 years in length) are shown in table 1. The choice of 4-year testing periods is a balance of computation costs against the desire to reform portfolios frequently. The choice of 7-year portfolio formation periods and 5–8-year periods for estimating the independent variables \( \hat{\beta}_{p,t-1} \) and \( \tilde{s}_{p,t-1}(\hat{\epsilon}_i) \) in the risk-return regressions reflects a desire to balance the statistical power obtained with a large sample from a stationary process against potential problems caused by any nonconstancy of the \( \beta_i \). The choices here are in line with the results of Gonedes (1973). His results also led us to require that to be included in a portfolio a security available in the first month of a testing period must also have data for all 5 years of the preceding estimation period and for at least 4 years of the portfolio formation period. The total number of securities available in the first month of each testing period and the number of securities meeting the data requirement are shown in table 1.

C. Some Observations on the Approach

Table 2 shows the values of the 20 portfolios \( \hat{\beta}_{p,t-1} \) and their standard errors \( s(\hat{\beta}_{p,t-1}) \) for four of the nine 5-year estimation periods. Also shown are: \( r(R_p, R_m)^2 \), the coefficient of determination between \( R_p \) and \( R_m \); \( s(R_p) \), the sample standard deviation of \( R_p \); and \( s(\hat{\epsilon}_p) \), the standard deviation of the portfolio residuals from the market model of (8), not to be confused with \( \tilde{s}_{p,t-1}(\hat{\epsilon}_i) \), the average for individual securities, which is also shown. The \( \hat{\beta}_{p,t-1} \) and \( \tilde{s}_{p,t-1}(\hat{\epsilon}_i) \) are the independent variables in the risk return regressions of (10) for the first month of the 4-year testing periods following the four estimation periods shown.

Under the assumptions that for a given security the disturbances \( \hat{\epsilon}_t \) in (8) are serially independent, independent of \( \tilde{R}_{mt} \), and identically distributed through time, the standard error of \( \hat{\beta}_i \) is

\[
\sigma(\hat{\beta}_i) = \frac{\sigma(\hat{\epsilon}_i)}{\sqrt{n} \sigma(\tilde{R}_m)},
\]

where \( n \) is the number of months used to compute \( \hat{\beta}_i \). Likewise,

\[
\sigma(\hat{\beta}_{p,t-1}) = \frac{\sigma(\hat{\epsilon}_p)}{\sqrt{n} \sigma(\tilde{R}_m)}.
\]

Thus, the fact that in table 2, \( s(\hat{\epsilon}_p) \) is generally on the order of one-third to one-seventh \( \tilde{s}_{p,t-1}(\hat{\epsilon}_i) \) implies that \( s(\hat{\beta}_{p,t-1}) \) is one-third to one-seventh
Estimates of $\beta$ for portfolios are indeed more precise than those for individual securities. Nevertheless, it is interesting to note that if the disturbances $\varepsilon_{it}$ in (8) were independent from security to security, the relative increase in the precision of the $\hat{\beta}$ obtained by using portfolios rather than individual securities would be about the same for all portfolios. We argue in the Appendix, however, that the results from (10) imply that the $\varepsilon_{it}$ in (8) are interdependent, and the interdependence is strongest among high-$\beta$ securities and among low-$\beta$ securities. This is evident in table 2: The ratios $s(\hat{\varepsilon}_p)/\bar{s}_{p,t-1}(\hat{\varepsilon}_i)$ are always highest at the extremes of the $\hat{\beta}_{p,t-1}$ range and lowest for $\hat{\beta}_{p,t-1}$ close to 1.0. But it is important to emphasize that since these ratios are generally less than .33, interdependence among the $\varepsilon_{it}$ of different securities does not destroy the value of using portfolios to reduce the dispersion of the errors in estimated $\beta$'s.

Finally, all the tests of the two-parameter model are predictive in the sense that the explanatory variables $\hat{\beta}_{p,t-1}$ and $\bar{\varepsilon}_{p,t-1}(\hat{\varepsilon}_i)$ in (10) are computed from data for a period prior to the month of the returns, the $R_{pt}$, on which the regression is run. Although we are interested in testing the two-parameter model as a positive theory—that is, examining the extent to which it is helpful in describing actual return data—the model was initially developed by Markowitz (1959) as a normative theory—that is, as a model to help people make better decisions. As a normative theory the model only has content if there is some relationship between future returns and estimates of risk that can be made on the basis of current information.

Now that the predictive nature of the tests has been emphasized, to simplify the notation, the explanatory variables in (10) are henceforth referred to as $\hat{\beta}_p$, $\hat{\beta}_p^2$, and $\bar{\varepsilon}_p(\hat{\varepsilon}_i)$.

V. Results

The major tests of the implications of the two-parameter model are in table 3. Results are presented for 10 periods: the overall period 1935–
TABLE 1 (Continued)

<table>
<thead>
<tr>
<th>Periods</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of securities available</td>
<td>1,053</td>
<td>1,065</td>
<td>1,162</td>
<td>1,261</td>
</tr>
<tr>
<td>No. of securities meeting data requirement</td>
<td>802</td>
<td>856</td>
<td>858</td>
<td>845</td>
</tr>
</tbody>
</table>

6/68; three long subperiods, 1935–45, 1946–55, and 1956–6/68; and six subperiods which, except for the first and last, cover 5 years each. This choice of subperiods reflects the desire to keep separate the pre- and post-World War II periods. Results are presented for four different versions of the risk-return regression equation (10): Panel D is based on (10) itself, but in panels A–C, one or more of the variables in (10) is suppressed. For each period and model, the table shows: \( \hat{\gamma}_{jt} \), the average of the month-by-month regression coefficient estimates, \( s(\hat{\gamma}_{jt}) \), the standard deviation of the monthly estimates; and \( \bar{r}^2 \) and \( s(r^2) \), the mean and standard deviation of the month-by-month coefficients of determination, \( r^2 \), which are adjusted for degrees of freedom. The table also shows the first-order serial correlations of the various monthly \( \hat{\gamma}_{jt} \) computed either about the sample mean of \( \hat{\gamma}_{jt} \) [in which case the serial correlations are labeled \( \rho_{jt}(\hat{\gamma}_{jt}) \)] or about an assumed mean of zero [in which case they are labeled \( \rho_{jt}(\hat{\gamma}_{jt}) \)]. Finally, \( t \)-statistics for testing the hypothesis that \( \hat{\gamma}_{jt} = 0 \) are presented. These \( t \)-statistics are

\[
t(\hat{\gamma}_{jt}) = \frac{\bar{\hat{\gamma}}_{jt}}{s(\hat{\gamma}_{jt})/\sqrt{n}},
\]

where \( n \) is the number of months in the period, which is also the number of estimates \( \hat{\gamma}_{jt} \) used to compute \( \bar{\hat{\gamma}}_{jt} \) and \( s(\hat{\gamma}_{jt}) \).

In interpreting these \( t \)-statistics one should keep in mind the evidence of Fama (1965a) and Blume (1970) which suggests that distributions of common stock returns are “thick-tailed” relative to the normal distribution and probably conform better to nonnormal symmetric stable distributions than to the normal. From Fama and Babiak (1968), this evidence means that when one interprets large \( t \)-statistics under the assumption that the underlying variables are normal, the probability or significance levels obtained are likely to be overestimates. But it is important to note that, with the exception of condition C3 (positive expected return-risk tradeoff), upward-biased probability levels lead to biases toward rejection of the hypotheses of the two-parameter model. Thus, if these hypotheses cannot
TABLE 2
SAMPLE STATISTICS FOR FOUR SELECTED ESTIMATION PERIODS

<table>
<thead>
<tr>
<th>Statistic</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_{p,t-1}$</td>
<td>.322</td>
<td>.508</td>
<td>.651</td>
<td>.674</td>
<td>.695</td>
<td>.792</td>
<td>.921</td>
<td>.942</td>
<td>.970</td>
<td>1.005</td>
</tr>
<tr>
<td>$s(\hat{\beta}_{p,t-1})$</td>
<td>.027</td>
<td>.027</td>
<td>.025</td>
<td>.023</td>
<td>.028</td>
<td>.026</td>
<td>.032</td>
<td>.029</td>
<td>.034</td>
<td>.027</td>
</tr>
<tr>
<td>$r(R_p, R_m)$</td>
<td>.709</td>
<td>.861</td>
<td>.921</td>
<td>.936</td>
<td>.912</td>
<td>.941</td>
<td>.932</td>
<td>.946</td>
<td>.933</td>
<td>.958</td>
</tr>
<tr>
<td>$s(R_p)$</td>
<td>.040</td>
<td>.058</td>
<td>.072</td>
<td>.074</td>
<td>.077</td>
<td>.087</td>
<td>.101</td>
<td>.103</td>
<td>.106</td>
<td>.109</td>
</tr>
<tr>
<td>$s(\epsilon_p)$</td>
<td>.022</td>
<td>.022</td>
<td>.020</td>
<td>.019</td>
<td>.023</td>
<td>.021</td>
<td>.026</td>
<td>.024</td>
<td>.028</td>
<td>.022</td>
</tr>
<tr>
<td>$\bar{r}_{p,t-1}(\epsilon_t)$</td>
<td>.085</td>
<td>.075</td>
<td>.083</td>
<td>.078</td>
<td>.090</td>
<td>.095</td>
<td>.109</td>
<td>.106</td>
<td>.111</td>
<td>.097</td>
</tr>
<tr>
<td>$s(\epsilon_p)/\bar{r}_{p,t-1}(\epsilon_t)$</td>
<td>.259</td>
<td>.293</td>
<td>.341</td>
<td>.244</td>
<td>.256</td>
<td>.221</td>
<td>.238</td>
<td>.226</td>
<td>.252</td>
<td>.227</td>
</tr>
<tr>
<td>$\hat{\beta}_{p,t-1}$</td>
<td>.467</td>
<td>.537</td>
<td>.593</td>
<td>.628</td>
<td>.707</td>
<td>.721</td>
<td>.770</td>
<td>.792</td>
<td>.805</td>
<td>.894</td>
</tr>
<tr>
<td>$s(\hat{\beta}_{p,t-1})$</td>
<td>.045</td>
<td>.041</td>
<td>.044</td>
<td>.037</td>
<td>.027</td>
<td>.032</td>
<td>.035</td>
<td>.035</td>
<td>.028</td>
<td>.040</td>
</tr>
<tr>
<td>$r(R_p, R_m)$</td>
<td>.645</td>
<td>.745</td>
<td>.753</td>
<td>.829</td>
<td>.919</td>
<td>.898</td>
<td>.889</td>
<td>.898</td>
<td>.934</td>
<td>.896</td>
</tr>
<tr>
<td>$s(R_p)$</td>
<td>.035</td>
<td>.037</td>
<td>.041</td>
<td>.041</td>
<td>.044</td>
<td>.046</td>
<td>.049</td>
<td>.050</td>
<td>.050</td>
<td>.057</td>
</tr>
<tr>
<td>$s(\epsilon_p)$</td>
<td>.021</td>
<td>.019</td>
<td>.020</td>
<td>.017</td>
<td>.013</td>
<td>.015</td>
<td>.016</td>
<td>.016</td>
<td>.013</td>
<td>.018</td>
</tr>
<tr>
<td>$\bar{r}_{p,t-1}(\epsilon_t)$</td>
<td>.055</td>
<td>.055</td>
<td>.063</td>
<td>.058</td>
<td>.058</td>
<td>.063</td>
<td>.064</td>
<td>.064</td>
<td>.062</td>
<td>.069</td>
</tr>
<tr>
<td>$s(\epsilon_p)/\bar{r}_{p,t-1}(\epsilon_t)$</td>
<td>.382</td>
<td>.345</td>
<td>.317</td>
<td>.293</td>
<td>.224</td>
<td>.238</td>
<td>.250</td>
<td>.250</td>
<td>.210</td>
<td>.261</td>
</tr>
<tr>
<td>$\hat{\beta}_{p,t-1}$</td>
<td>.418</td>
<td>.590</td>
<td>.694</td>
<td>.751</td>
<td>.777</td>
<td>.784</td>
<td>.929</td>
<td>.950</td>
<td>.996</td>
<td>1.014</td>
</tr>
<tr>
<td>$s(\hat{\beta}_{p,t-1})$</td>
<td>.042</td>
<td>.047</td>
<td>.045</td>
<td>.037</td>
<td>.038</td>
<td>.035</td>
<td>.035</td>
<td>.038</td>
<td>.035</td>
<td>.029</td>
</tr>
<tr>
<td>$r(R_p, R_m)$</td>
<td>.629</td>
<td>.723</td>
<td>.798</td>
<td>.872</td>
<td>.878</td>
<td>.895</td>
<td>.856</td>
<td>.913</td>
<td>.933</td>
<td>.954</td>
</tr>
<tr>
<td>$s(R_p)$</td>
<td>.019</td>
<td>.025</td>
<td>.028</td>
<td>.029</td>
<td>.030</td>
<td>.030</td>
<td>.036</td>
<td>.036</td>
<td>.037</td>
<td>.038</td>
</tr>
<tr>
<td>$s(\epsilon_p)$</td>
<td>.012</td>
<td>.013</td>
<td>.013</td>
<td>.010</td>
<td>.010</td>
<td>.010</td>
<td>.014</td>
<td>.011</td>
<td>.010</td>
<td>.008</td>
</tr>
<tr>
<td>$\bar{r}_{p,t-1}(\epsilon_t)$</td>
<td>.040</td>
<td>.044</td>
<td>.046</td>
<td>.048</td>
<td>.051</td>
<td>.051</td>
<td>.052</td>
<td>.053</td>
<td>.054</td>
<td>.057</td>
</tr>
<tr>
<td>$s(\epsilon_p)/\bar{r}_{p,t-1}(\epsilon_t)$</td>
<td>.300</td>
<td>.295</td>
<td>.283</td>
<td>.208</td>
<td>.196</td>
<td>.196</td>
<td>.269</td>
<td>.208</td>
<td>.185</td>
<td>.140</td>
</tr>
<tr>
<td>$\hat{\beta}_{p,t-1}$</td>
<td>.626</td>
<td>.635</td>
<td>.719</td>
<td>.801</td>
<td>.817</td>
<td>.860</td>
<td>.920</td>
<td>.950</td>
<td>.975</td>
<td>.995</td>
</tr>
<tr>
<td>$s(\hat{\beta}_{p,t-1})$</td>
<td>.043</td>
<td>.048</td>
<td>.039</td>
<td>.046</td>
<td>.047</td>
<td>.033</td>
<td>.037</td>
<td>.038</td>
<td>.032</td>
<td>.037</td>
</tr>
<tr>
<td>$r(R_p, R_m)$</td>
<td>.783</td>
<td>.745</td>
<td>.851</td>
<td>.835</td>
<td>.838</td>
<td>.820</td>
<td>.913</td>
<td>.915</td>
<td>.939</td>
<td>.925</td>
</tr>
<tr>
<td>$s(R_p)$</td>
<td>.030</td>
<td>.031</td>
<td>.033</td>
<td>.037</td>
<td>.038</td>
<td>.038</td>
<td>.041</td>
<td>.042</td>
<td>.043</td>
<td>.044</td>
</tr>
<tr>
<td>$s(\epsilon_p)$</td>
<td>.014</td>
<td>.016</td>
<td>.013</td>
<td>.015</td>
<td>.015</td>
<td>.011</td>
<td>.012</td>
<td>.012</td>
<td>.011</td>
<td>.012</td>
</tr>
<tr>
<td>$\bar{r}_{p,t-1}(\epsilon_t)$</td>
<td>.049</td>
<td>.052</td>
<td>.056</td>
<td>.059</td>
<td>.064</td>
<td>.061</td>
<td>.070</td>
<td>.069</td>
<td>.068</td>
<td>.064</td>
</tr>
<tr>
<td>$s(\epsilon_p)/\bar{r}_{p,t-1}(\epsilon_t)$</td>
<td>.286</td>
<td>.308</td>
<td>.232</td>
<td>.254</td>
<td>.234</td>
<td>.180</td>
<td>.171</td>
<td>.174</td>
<td>.162</td>
<td>.188</td>
</tr>
</tbody>
</table>

be rejected when $t$-statistics are interpreted under the assumption of normality, the hypotheses are on even firmer ground when one takes into account the thick tails of empirical return distributions.

Further justification for using $t$-statistics to test hypotheses on monthly common stock returns is in the work of Officer (1971). Under the assumption that distributions of monthly returns are symmetric stable, he estimates that in the post-World War II period the characteristic exponent
for these distributions is about 1.8 (as compared with a value of 2.0 for a normal distribution). From Fama and Roll (1968), for values of the characteristic exponent so close to 2.0 stable nonnormal distributions differ noticeably from the normal only in their extreme tails—that is, beyond the .05 and .95 fractiles. Thus, as long as one is not concerned with precise estimates of probability levels (always a somewhat meaningless activity), interpreting t-statistics in the usual way does not lead to serious errors.

### Table 2 (Continued)

<table>
<thead>
<tr>
<th>Statistic</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_{p,t-1}$</td>
<td>1.046</td>
<td>1.122</td>
<td>1.181</td>
<td>1.192</td>
<td>1.196</td>
<td>1.295</td>
<td>1.335</td>
<td>1.396</td>
<td>1.445</td>
<td>1.458</td>
</tr>
<tr>
<td>$s(\hat{\beta}_{p,t-1})$</td>
<td>.028</td>
<td>.031</td>
<td>.035</td>
<td>.028</td>
<td>.029</td>
<td>.032</td>
<td>.032</td>
<td>.053</td>
<td>.059</td>
<td>.053</td>
</tr>
<tr>
<td>$r(R_p, R_m)^2$</td>
<td>.959</td>
<td>.956</td>
<td>.951</td>
<td>.969</td>
<td>.966</td>
<td>.966</td>
<td>.967</td>
<td>.922</td>
<td>.958</td>
<td>.927</td>
</tr>
<tr>
<td>$s(R_p)$</td>
<td>.113</td>
<td>.122</td>
<td>.128</td>
<td>.128</td>
<td>.129</td>
<td>.140</td>
<td>.144</td>
<td>.154</td>
<td>.156</td>
<td>.160</td>
</tr>
<tr>
<td>$s(\ell_p)$</td>
<td>.023</td>
<td>.026</td>
<td>.029</td>
<td>.023</td>
<td>.024</td>
<td>.026</td>
<td>.026</td>
<td>.043</td>
<td>.032</td>
<td>.043</td>
</tr>
<tr>
<td>$\bar{y}_{p,t-1}(\ell_p)$</td>
<td>.094</td>
<td>.124</td>
<td>.120</td>
<td>.122</td>
<td>.132</td>
<td>.125</td>
<td>.129</td>
<td>.158</td>
<td>.145</td>
<td>.170</td>
</tr>
<tr>
<td>$s(\ell_p)/\bar{y}_{p,t-1}(\ell_p)$</td>
<td>.245</td>
<td>.210</td>
<td>.242</td>
<td>.188</td>
<td>.182</td>
<td>.208</td>
<td>.202</td>
<td>.272</td>
<td>.221</td>
<td>.253</td>
</tr>
</tbody>
</table>

### Portfolios for Estimation Period 1942-46

| $\hat{\beta}_{p,t-1}$ | .949 | .952 | 1.010 | 1.038 | 1.254 | 1.312 | 1.316 | 1.473 | 1.631 | 1.661 |
| $s(\hat{\beta}_{p,t-1})$ | .031 | .036 | .040 | .030 | .034 | .039 | .041 | .084 | .083 | .077 |
| $r(R_p, R_m)^2$ | .942 | .923 | .917 | .954 | .958 | .951 | .945 | .839 | .867 | .887 |
| $s(R_p)$ | .059 | .060 | .063 | .064 | .077 | .081 | .081 | .097 | .105 | .106 |
| $s(\ell_p)$ | .014 | .016 | .018 | .014 | .016 | .018 | .019 | .039 | .038 | .036 |
| $\bar{y}_{p,t-1}(\ell_p)$ | .073 | .074 | .085 | .077 | .096 | .083 | .086 | .134 | .117 | .122 |
| $s(\ell_p)/\bar{y}_{p,t-1}(\ell_p)$ | .192 | .216 | .212 | .182 | .167 | .217 | .221 | .291 | .325 | .295 |

### Portfolios for Estimation Period 1950-54

| $\hat{\beta}_{p,t-1}$ | 1.117 | 1.123 | 1.131 | 1.134 | 1.186 | 1.235 | 1.295 | 1.324 | 1.478 | 1.527 |
| $s(\hat{\beta}_{p,t-1})$ | .039 | .027 | .044 | .033 | .037 | .049 | .045 | .046 | .058 | .086 |
| $r(R_p, R_m)^2$ | .934 | .968 | .919 | .952 | .944 | .915 | .933 | .934 | .917 | .841 |
| $s(R_p)$ | .042 | .041 | .043 | .042 | .044 | .047 | .049 | .050 | .056 | .060 |
| $s(\ell_p)$ | .011 | .007 | .012 | .009 | .010 | .014 | .013 | .013 | .016 | .024 |
| $\bar{y}_{p,t-1}(\ell_p)$ | .066 | .057 | .066 | .060 | .064 | .064 | .065 | .068 | .076 | .088 |
| $s(\ell_p)/\bar{y}_{p,t-1}(\ell_p)$ | .167 | .123 | .182 | .150 | .156 | .219 | .200 | .192 | .210 | .273 |

### Portfolios for Estimation Period 1958-62

| $\hat{\beta}_{p,t-1}$ | 1.013 | 1.019 | 1.037 | 1.048 | 1.069 | 1.081 | 1.092 | 1.098 | 1.269 | 1.388 |
| $s(\hat{\beta}_{p,t-1})$ | .038 | .031 | .036 | .033 | .036 | .038 | .045 | .045 | .048 | .065 |
| $r(R_p, R_m)^2$ | .922 | .948 | .934 | .945 | .936 | .931 | .907 | .910 | .922 | .886 |
| $s(R_p)$ | .045 | .045 | .046 | .046 | .047 | .048 | .049 | .049 | .056 | .063 |
| $s(\ell_p)$ | .013 | .010 | .012 | .011 | .012 | .013 | .015 | .015 | .016 | .021 |
| $\bar{y}_{p,t-1}(\ell_p)$ | .069 | .066 | .067 | .062 | .070 | .072 | .076 | .068 | .070 | .078 |
| $s(\ell_p)/\bar{y}_{p,t-1}(\ell_p)$ | .188 | .152 | .179 | .177 | .171 | .180 | .197 | .220 | .228 | .269 |
### Table 3

**Summary Results for the Regression**

\[ R_p = \hat{\gamma}_{0t} + \hat{\gamma}_{1t}\hat{\beta}_p + \hat{\gamma}_{2t}\hat{\beta}_{2p} + \hat{\gamma}_{3t}\hat{\delta}_p(\hat{\xi}_t) + \hat{\eta}_{pt} \]

<table>
<thead>
<tr>
<th>Period</th>
<th>( \hat{\gamma}_{0t} )</th>
<th>( \hat{\gamma}_{1t} )</th>
<th>( \hat{\gamma}_{2t} )</th>
<th>( \hat{\gamma}_{3t} )</th>
<th>( \hat{\gamma}_{0t} - R_f )</th>
<th>( s(\hat{\gamma}_{0t}) )</th>
<th>( s(\hat{\gamma}_{1t}) )</th>
<th>( s(\hat{\gamma}_{2t}) )</th>
<th>( s(\hat{\gamma}_{3t}) )</th>
<th>( \rho_{0t}(\hat{\gamma}_{0t} - R_f) )</th>
<th>( \rho_{1t}(\hat{\gamma}_{1t}) )</th>
<th>( \rho_{2t}(\hat{\gamma}_{2t}) )</th>
<th>( \rho_{3t}(\hat{\gamma}_{3t}) )</th>
<th>( t(\hat{\gamma}_{0t}) )</th>
<th>( t(\hat{\gamma}_{1t}) )</th>
<th>( t(\hat{\gamma}_{2t}) )</th>
<th>( t(\hat{\gamma}_{3t}) )</th>
<th>( t(\hat{\gamma}_{0t} - R_f) )</th>
<th>( s(\text{adj}^2) )</th>
</tr>
</thead>
</table>
| **Panel A:**
| 1935-6/68 | .0061 | .0085 | ... | ... | .0048 | .038 | .066 | ... | ... | .15 | .02 | ... | 3.24 | 2.57 | ... | 2.55 | .29 | .30 |
| 1935-45 | .0039 | .0163 | ... | ... | .0037 | .052 | .098 | ... | ... | .10 | -.03 | ... | .86 | 1.92 | ... | .82 | .29 | .29 |
| 1946-55 | .0087 | .0027 | ... | ... | .0078 | .026 | .041 | ... | ... | .18 | .07 | ... | 3.71 | .70 | ... | 3.31 | .31 | .32 |
| 1956-6/68 | .0060 | .0062 | ... | ... | .0034 | .030 | .044 | ... | ... | .27 | .15 | ... | 2.45 | 1.73 | ... | 1.39 | .28 | .29 |
| 1935-40 | .0024 | .0109 | ... | ... | .0023 | .064 | .116 | ... | ... | .07 | -.09 | ... | .32 | .79 | ... | 3.11 | .23 | .30 |
| 1941-45 | .0056 | .0229 | ... | ... | .0054 | .034 | .069 | ... | ... | .23 | .15 | ... | 1.27 | 2.55 | ... | 1.22 | .37 | .28 |
| 1946-50 | .0050 | .0029 | ... | ... | .0044 | .031 | .047 | ... | ... | .20 | .04 | ... | 1.27 | .48 | ... | 1.10 | .39 | .33 |
| 1951-55 | .0123 | .0024 | ... | ... | .0111 | .019 | .035 | ... | ... | .20 | .08 | ... | 5.06 | .53 | ... | 4.56 | .24 | .29 |
| 1956-60 | .0148 | .0059 | ... | ... | .0128 | .020 | .034 | ... | ... | .37 | .18 | ... | 5.68 | 1.37 | ... | 4.89 | .22 | .31 |
| 1961-6/68 | .0001 | .0143 | ... | ... | -.0029 | .034 | .048 | ... | ... | .22 | .09 | ... | .03 | 2.81 | ... | -.80 | .32 | .27 |
| **Panel B:**
| 1935-6/68 | .0049 | .0103 | -.0008 | ... | .0036 | .052 | .118 | .056 | ... | .03 | -.11 | -.11 | 1.92 | 1.79 | -.29 | 1.42 | .32 | .31 |
| 1935-45 | .0074 | .0079 | .0040 | ... | .0073 | .061 | .139 | .074 | ... | -.10 | -.31 | -.21 | 1.39 | .65 | .61 | 1.36 | .32 | .30 |
| 1946-55 | .0002 | .0217 | -.0087 | ... | -.0012 | .036 | .095 | .034 | ... | .04 | .00 | .00 | -.07 | 2.51 | -.23 | -.38 | .36 | .32 |
| 1956-6/68 | .0069 | .0040 | .0013 | ... | .0043 | .054 | .116 | .053 | ... | .17 | .07 | .03 | 1.56 | .42 | .29 | .97 | .30 | .30 |
| 1935-40 | .0013 | .0141 | -.0017 | ... | .0012 | .069 | .160 | .075 | ... | -.13 | -.36 | -.35 | .16 | .75 | -.19 | .14 | .24 | .30 |
| 1941-45 | .0148 | .0004 | .0108 | ... | .0146 | .030 | .111 | .073 | ... | -.04 | -.19 | -.04 | 2.28 | .03 | 1.15 | 2.24 | .39 | .29 |
| 1946-50 | -.0008 | .0152 | -.0051 | ... | -.0015 | .037 | .104 | .032 | ... | .14 | .04 | .00 | -.18 | 1.14 | 1.24 | -.32 | .44 | .32 |
| 1951-55 | .0004 | .0281 | -.0122 | ... | -.0008 | .030 | .085 | .035 | ... | -.17 | -.14 | -.01 | .10 | 2.35 | 2.72 | -.20 | .28 | .29 |
| 1956-60 | .0128 | -.0015 | -.0020 | ... | .0108 | .030 | .072 | .029 | ... | .35 | .11 | .26 | 3.38 | .16 | .34 | 2.84 | .25 | .31 |
| 1961-6/68 | .0029 | .0077 | .0034 | ... | -.0000 | .066 | .138 | .064 | ... | .14 | .06 | -.01 | .42 | .53 | .51 | -.01 | .34 | .29 |
### TABLE 3 (Continued)

<table>
<thead>
<tr>
<th>Period</th>
<th>$\hat{\gamma}_0$</th>
<th>$\hat{\gamma}_1$</th>
<th>$\hat{\gamma}_2$</th>
<th>$\hat{\gamma}_3$</th>
<th>$\hat{\gamma}_3 - R_f$</th>
<th>$s(\hat{\gamma}_0)$</th>
<th>$s(\hat{\gamma}_1)$</th>
<th>$s(\hat{\gamma}_2)$</th>
<th>$s(\hat{\gamma}_3)$</th>
<th>$\rho_{\hat{\gamma}_0}(\hat{\gamma}_3 - R_f)$</th>
<th>$\rho_{\hat{\gamma}_1}(\hat{\gamma}_3)$</th>
<th>$\rho_{\hat{\gamma}_2}(\hat{\gamma}_3)$</th>
<th>$t(\hat{\gamma}_0)$</th>
<th>$t(\hat{\gamma}_1)$</th>
<th>$t(\hat{\gamma}_2)$</th>
<th>$t(\hat{\gamma}_3)$</th>
<th>$\hat{R}_f^{T^2}$</th>
<th>$s(\hat{\tau}^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel C:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1935-6/68</td>
<td>.. .0054</td>
<td>.0072</td>
<td>...</td>
<td>.0198</td>
<td>.0041</td>
<td>.052</td>
<td>.065</td>
<td>.868</td>
<td>.04</td>
<td>-.12</td>
<td>-</td>
<td>-</td>
<td>2.10</td>
<td>2.20</td>
<td>...</td>
<td>.46</td>
<td>.59</td>
<td>.32</td>
</tr>
<tr>
<td>1935-45</td>
<td>.. .0017</td>
<td>.0104</td>
<td>...</td>
<td>.0841</td>
<td>.0015</td>
<td>.073</td>
<td>.083</td>
<td>.921</td>
<td>.00</td>
<td>-.26</td>
<td>-</td>
<td>-</td>
<td>1.41</td>
<td>1.05</td>
<td>.24</td>
<td>.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1946-55</td>
<td>.. .0110</td>
<td>.0075</td>
<td>...</td>
<td>-.1032</td>
<td>.0100</td>
<td>.032</td>
<td>.056</td>
<td>.609</td>
<td>.08</td>
<td>.26</td>
<td>-.20</td>
<td>-.13</td>
<td>3.78</td>
<td>3.46</td>
<td>.34</td>
<td>.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1935-66</td>
<td>.. .0042</td>
<td>.0041</td>
<td>...</td>
<td>.0633</td>
<td>.0016</td>
<td>.040</td>
<td>.052</td>
<td>.984</td>
<td>.12</td>
<td>.08</td>
<td>.20</td>
<td>.13</td>
<td>1.28</td>
<td>.96</td>
<td>-</td>
<td>.79</td>
<td>.50</td>
<td>.30</td>
</tr>
<tr>
<td>1935-40</td>
<td>.. .0036</td>
<td>.0119</td>
<td>...</td>
<td>-.0170</td>
<td>.0035</td>
<td>.082</td>
<td>.105</td>
<td>.744</td>
<td>-.03</td>
<td>-.26</td>
<td>-.18</td>
<td>-.13</td>
<td>.37</td>
<td>.97</td>
<td>-.19</td>
<td>.36</td>
<td>.25</td>
<td>.30</td>
</tr>
<tr>
<td>1941-45</td>
<td>.. -.0006</td>
<td>.0085</td>
<td>...</td>
<td>.2053</td>
<td>-.0009</td>
<td>.061</td>
<td>.052</td>
<td>1.091</td>
<td>.07</td>
<td>-.29</td>
<td>-.02</td>
<td>-.13</td>
<td>1.25</td>
<td>1.46</td>
<td>-.11</td>
<td>.41</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td>1946-50</td>
<td>.. .0069</td>
<td>.0081</td>
<td>...</td>
<td>-.0920</td>
<td>.0062</td>
<td>.034</td>
<td>.066</td>
<td>.504</td>
<td>.14</td>
<td>.06</td>
<td>-.02</td>
<td>-.13</td>
<td>1.56</td>
<td>.95</td>
<td>-.14</td>
<td>.40</td>
<td>.42</td>
<td>.33</td>
</tr>
<tr>
<td>1951-55</td>
<td>.. .0150</td>
<td>.0069</td>
<td>...</td>
<td>-.1155</td>
<td>.0138</td>
<td>.029</td>
<td>.043</td>
<td>.702</td>
<td>.06</td>
<td>-.18</td>
<td>-.32</td>
<td>-.24</td>
<td>4.05</td>
<td>1.24</td>
<td>-.31</td>
<td>.37</td>
<td>.27</td>
<td>.29</td>
</tr>
<tr>
<td>1956-60</td>
<td>.. .0127</td>
<td>-.0081</td>
<td>...</td>
<td>.0728</td>
<td>.0107</td>
<td>.037</td>
<td>.045</td>
<td>1.164</td>
<td>.15</td>
<td>.15</td>
<td>.21</td>
<td>.24</td>
<td>2.68</td>
<td>1.40</td>
<td>.48</td>
<td>2.26</td>
<td>.26</td>
<td>.30</td>
</tr>
<tr>
<td>1961-6/68</td>
<td>.. -.0014</td>
<td>.0122</td>
<td>...</td>
<td>.0570</td>
<td>-.0044</td>
<td>.042</td>
<td>.055</td>
<td>.850</td>
<td>.10</td>
<td>.00</td>
<td>-.19</td>
<td>-.24</td>
<td>2.12</td>
<td>.64</td>
<td>-.98</td>
<td>.33</td>
<td>.27</td>
<td></td>
</tr>
<tr>
<td><strong>Panel D:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1935-6/68</td>
<td>.. .0020</td>
<td>.0114</td>
<td>-.0026</td>
<td>.0516</td>
<td>.0008</td>
<td>.075</td>
<td>.123</td>
<td>.609</td>
<td>.09</td>
<td>-.12</td>
<td>.55</td>
<td>.86</td>
<td>1.11</td>
<td>.11</td>
<td>.20</td>
<td>.34</td>
<td>.31</td>
<td></td>
</tr>
<tr>
<td>1935-45</td>
<td>.. .0011</td>
<td>.0118</td>
<td>-.0009</td>
<td>.0817</td>
<td>.0010</td>
<td>.103</td>
<td>.146</td>
<td>.079</td>
<td>1.003</td>
<td>-.20</td>
<td>-.23</td>
<td>-.24</td>
<td>.15</td>
<td>.13</td>
<td>.94</td>
<td>.14</td>
<td>.94</td>
<td>.31</td>
</tr>
<tr>
<td>1946-55</td>
<td>.. .0017</td>
<td>.0209</td>
<td>-.0076</td>
<td>.0378</td>
<td>.0008</td>
<td>.042</td>
<td>.096</td>
<td>.038</td>
<td>.619</td>
<td>-.10</td>
<td>-.00</td>
<td>-.01</td>
<td>.20</td>
<td>.44</td>
<td>2.39</td>
<td>2.16</td>
<td>.67</td>
<td>.20</td>
</tr>
<tr>
<td>1956-66</td>
<td>.. .0031</td>
<td>.0034</td>
<td>-.0000</td>
<td>.0966</td>
<td>.0036</td>
<td>.122</td>
<td>.065</td>
<td>.535</td>
<td>1.061</td>
<td>-.12</td>
<td>.03</td>
<td>.01</td>
<td>.05</td>
<td>.59</td>
<td>-.00</td>
<td>1.11</td>
<td>.10</td>
<td>.32</td>
</tr>
<tr>
<td>1935-40</td>
<td>.. .0009</td>
<td>.0156</td>
<td>-.0029</td>
<td>.0025</td>
<td>.0008</td>
<td>.112</td>
<td>.171</td>
<td>.085</td>
<td>.826</td>
<td>-.16</td>
<td>-.23</td>
<td>-.26</td>
<td>.12</td>
<td>.07</td>
<td>.78</td>
<td>.29</td>
<td>.03</td>
<td>.06</td>
</tr>
<tr>
<td>1941-45</td>
<td>.. .0015</td>
<td>.0073</td>
<td>.0014</td>
<td>.1767</td>
<td>.0012</td>
<td>.092</td>
<td>.109</td>
<td>.072</td>
<td>1.181</td>
<td>-.28</td>
<td>-.21</td>
<td>-.22</td>
<td>.18</td>
<td>.12</td>
<td>.52</td>
<td>.15</td>
<td>1.16</td>
<td>.10</td>
</tr>
<tr>
<td>1946-50</td>
<td>.. .0011</td>
<td>.0141</td>
<td>-.0040</td>
<td>.0313</td>
<td>.0004</td>
<td>.047</td>
<td>.106</td>
<td>.042</td>
<td>.590</td>
<td>-.10</td>
<td>.03</td>
<td>-.01</td>
<td>.12</td>
<td>.18</td>
<td>1.03</td>
<td>.73</td>
<td>-.41</td>
<td>.07</td>
</tr>
<tr>
<td>1951-55</td>
<td>.. .0023</td>
<td>.0277</td>
<td>-.0112</td>
<td>.0443</td>
<td>.0011</td>
<td>.037</td>
<td>.085</td>
<td>.034</td>
<td>.651</td>
<td>-.11</td>
<td>-.13</td>
<td>-.01</td>
<td>.28</td>
<td>.48</td>
<td>.53</td>
<td>.23</td>
<td>.29</td>
<td>.30</td>
</tr>
<tr>
<td>1956-60</td>
<td>.. .0103</td>
<td>-.0047</td>
<td>-.0020</td>
<td>.0979</td>
<td>.0003</td>
<td>.049</td>
<td>.078</td>
<td>.032</td>
<td>1.286</td>
<td>-.16</td>
<td>-.19</td>
<td>-.01</td>
<td>.02</td>
<td>.63</td>
<td>-.47</td>
<td>-.49</td>
<td>.59</td>
<td>1.31</td>
</tr>
<tr>
<td>1961-6/68</td>
<td>.. -.0017</td>
<td>.0088</td>
<td>.0013</td>
<td>.0957</td>
<td>-.0046</td>
<td>.073</td>
<td>.144</td>
<td>.066</td>
<td>.878</td>
<td>.20</td>
<td>.00</td>
<td>.01</td>
<td>-.15</td>
<td>.21</td>
<td>.58</td>
<td>.19</td>
<td>1.02</td>
<td>-.60</td>
</tr>
</tbody>
</table>
Inferences based on approximate normality are on even safer ground if one assumes, again in line with the results of Officer (1971), that although they are well approximated by stable nonnormal distributions with $\alpha \approx 1.8$, distributions of monthly returns in fact have finite variances and converge—but very slowly—toward the normal as one takes sums or averages of individual returns. Then the distributions of the means of month-by-month regression coefficients from the risk-return model are likely to be close to normal since each mean is based on coefficients for many months.

A. Tests of the Major Hypotheses of the Two-Parameter Model

Consider first condition C2 of the two-parameter model, which says that no measure of risk, in addition to $\beta$, systematically affects expected returns. This hypothesis is not rejected by the results in panels C and D of table 3. The values of $t(\hat{\gamma}_3)$ are small, and the signs of the $t(\hat{\gamma}_3)$ are randomly positive and negative.

Likewise, the results in panels B and D of table 3 do not reject condition C1 of the two-parameter model, which says that the relationship between expected return and $\beta$ is linear. In panel B, the value of $t(\hat{\gamma}_2)$ for the overall period 1935-6/68 is only \(-.29\). In the 5-year subperiods, $t(\hat{\gamma}_2)$ for 1951-55 is approximately \(-2.7\), but for subperiods that do not cover 1951-55, the values of $t(\hat{\gamma}_2)$ are much closer to zero.

So far, then, the two-parameter model seems to be standing up well to the data. All is for naught, however, if the critical condition C3 is rejected. That is, we are not happy with the model unless there is on average a positive tradeoff between risk and return. This seems to be the case. For the overall period 1935-6/68, $t(\hat{\gamma}_1)$ is large for all models. Except for the period 1956-60, the values of $t(\hat{\gamma}_1)$ are also systematically positive in the subperiods, but not so systematically large.

The small $t$-statistics for subperiods reflect the substantial month-to-month variability of the parameters of the risk-return regressions. For example, in the one-variable regressions summarized in panel A, for the period 1935–40, $\hat{\gamma}_1 = .0109$. In other words, for this period the average incremental return per unit of $\beta$ was almost 1.1 percent per month, so that on average, bearing risk had substantial rewards. Nevertheless, because of the variability of $\hat{\gamma}_1$—in this period $s(\hat{\gamma}_1)$ is 11.6 percent per month (!)—$t(\hat{\gamma}_1)$ is only \(.79\). It takes the statistical power of the large sample for the overall period before values of $\hat{\gamma}_1$ that are large in practical terms also yield large $t$-values.

But at least with the sample of the overall period $t(\hat{\gamma}_1)$ achieves values supportive of the conclusion that on average there is a statistically observable positive relationship between return and risk. This is not the case with respect to $t(\hat{\gamma}_2)$ and $t(\hat{\gamma}_3)$. Even, or indeed especially, for the overall period, these $t$-statistics are close to zero.
The behavior through time of \( \hat{\gamma}_{1t} \), \( \hat{\gamma}_{2t} \), and \( \hat{\gamma}_{3t} \) is also consistent with hypothesis ME that the capital market is efficient. The serial correlations \( \rho_\mathcal{M}(\hat{\gamma}_1) \), \( \rho_\mathcal{M}(\hat{\gamma}_2) \), and \( \rho_\mathcal{M}(\hat{\gamma}_3) \), are always low in terms of explanatory power and generally low in terms of statistical significance. The proportion of the variance of \( \gamma_j \) explained by first-order serial correlation is estimated by \( \rho(\hat{\gamma}_j)^2 \) which in all cases is small. As for statistical significance, under the hypothesis that the true serial correlation is zero, the standard deviation of the sample coefficient can be approximated by \( \sigma(\hat{\rho}) = 1/\sqrt{n} \). For the overall period, \( \sigma(\hat{\rho}) \) is approximately .05, while for the 10- and 5-year subperiods \( \sigma(\hat{\rho}) \) is approximately .09 and .13, respectively. Thus, the values of \( \rho_\mathcal{M}(\hat{\gamma}_1) \), \( \rho_\mathcal{M}(\hat{\gamma}_2) \), and \( \rho_\mathcal{M}(\hat{\gamma}_3) \) in table 3 are generally statistically close to zero. The exceptions involve primarily periods that include the 1935–40 subperiod, and the results for these periods are not independent.

To conserve space, the serial correlations of the portfolio residuals, \( \hat{\eta}_{pt} \), are not shown. In these serial correlations, negative values predominate. But like the serial correlations of the \( \hat{\gamma} \)'s, those of the \( \hat{\eta} \)'s are close to zero. Higher-order serial correlations of the \( \hat{\gamma} \)'s and \( \hat{\eta} \)'s have been computed, and these also are never systematically large.

In short, one cannot reject the hypothesis that the pricing of securities is in line with the implications of the two-parameter model for expected returns. And given a two-parameter pricing model, the behavior of returns through time is consistent with an efficient capital market.

### B. The Behavior of the Market

Some perspective on the behavior of the market during different periods and on the interpretation of the coefficients \( \hat{\gamma}_{1t} \) and \( \hat{\gamma}_{1t} \) in the risk-return regressions can be obtained from table 1. For the various periods of table 3, table 4 shows the sample means (and with some exceptions), the standard

---

8 The serial correlations of \( \hat{\gamma}_2 \) and \( \hat{\gamma}_3 \) about means that are assumed to be zero provide a test of the fair game property of an efficient market, given that expected returns are generated by the two-parameter model—that is, given \( E(\hat{\gamma}_{2t}) = E(\hat{\gamma}_{3t}) = 0 \). Likewise, \( \rho_\mathcal{M}(\hat{\gamma}_{lt} - R_{lt}) \) provides a test of market efficiency with respect to the behavior of \( \hat{\gamma}_{lt} \) through time, given the validity of the Sharpe-Lintner hypothesis (about which we have as yet said nothing). But, at least for \( \hat{\gamma}_{2t} \) and \( \hat{\gamma}_{3t} \), computing the serial correlations about sample means produces essentially the same results.

To test the market efficiency hypothesis on \( \hat{\gamma}_{1t} = [E(R_{mt}) - E(R_{nt})] \), the sample mean of the \( \hat{\gamma}_{1t} \) is used to estimate \( E(R_{mt}) - E(R_{nt}) \), thus implicitly assuming that the expected risk premium is constant. That this is a reasonable approximation in the sense that the \( \rho_\mathcal{M}(\hat{\gamma}_j) \) are small, probably reflects the fact that variation in \( E(R_{mt}) - E(R_{nt}) \) is trivial relative to the month-by-month variation in \( \hat{\gamma}_{1t} \).

Finally, it is well to note that in terms of the implications of the serial correlations for making good portfolio decisions—and thus for judging whether market efficiency is a workable representation of reality—the fact that the serial correlations are low in terms of explanatory power is more important than whether or not they are low in terms of statistical significance.
deviations, t-statistics for sample means, and first-order serial correlations for the month-by-month values of the following variables and coefficients: the market return $R_{mt}$; the riskless rate of interest $R_{ft}$, taken to be the yield on 1-month Treasury bills; $R_{mt} - R_{ft}$; $(R_r - R_{rt})/s(R_{mt})$; and repeated from panel A of table 3; and $\hat{\gamma}_{1t}/s(R_{mt})$. The t-statistics on sample means are computed in the same way as those in table 3.

If the two-parameter model is valid, then in equation (7), $E(\hat{\gamma}_{ot}) = E(\tilde{R}_{ot})$, where $E(\tilde{R}_{ot})$ is the expected return on any zero-$\beta$ security or portfolio. Likewise, the expected risk premium per unit of $\beta$ is $E(\tilde{R}_{mt}) - E(\tilde{R}_{ot}) = E(\hat{\gamma}_{1t})$. In fact, for the one-variable regressions of panel A, table 3, that is,

$$R_{pt} = \hat{\gamma}_{ot} + \hat{\gamma}_{1t} \hat{\beta}_p + \hat{\eta}_{pt},$$

we have, period by period,

$$\hat{\gamma}_{1t} = R_{mt} - \hat{\gamma}_{ot}.$$

This condition is obtained by averaging (11) over $p$ and making use of the least-squares constraint

$$\sum_p \hat{\eta}_{pt} = 0.$$

Moreover, the least-squares estimate $\hat{\gamma}_{ot}$ can always be interpreted as the return for month $t$ on a zero-$\beta$ portfolio, where the weights given to each

---

* Since $s(R_r)$ is so small relative to $s(R_{mt})$, $s(R_{mt} - R_{ft})$, which is not shown, is essentially the same as $s(R_{mt})$. The standard deviations of $(R_r - R_{rt})/s(R_{mt})$ and $\hat{\gamma}_{1}/s(R_{mt})$, also not shown, are obtained directly from $s(R_{mt} - R_{ft})$, $s(\hat{\gamma}_{1})$ and $s(R_{mt})$. Finally, the t-statistics for $(R_r - R_{rt})/s(R_{mt})$ and $\hat{\gamma}_{1}/s(R_{mt})$ are identical with those for $R_{mt} - R_{ft}$ and $\hat{\gamma}_{1}$.
of the 20 portfolios to form this zero-\( \hat{\beta} \) portfolio are the least-squares weights that are applied to the \( R_p \) in computing \( \hat{\gamma}_t \).

In the Sharpe-Lintner two-parameter model of market equilibrium
\[
E(\hat{\gamma}_t) = E(R_{mt}) = R_f \quad \text{and} \quad E(\hat{\gamma}_t) = E(\tilde{R}_m) - E(\tilde{R}_f) = E(R_{mt}) - R_f.
\]
In the period 1935-40 and in the most recent period 1961-68, \( \hat{\gamma}_t \) is close to \( R_f \) and the \( t \)-statistics for the two averages are similar. In other periods, and especially in the period 1951-60, \( \hat{\gamma}_t \) is substantially less than \( R_f \). This is a consequence of the fact that for these periods \( \hat{\gamma}_0 \) is noticeably greater than \( R_f \). In economic terms, the tradeoff of average return for risk between common stocks and short-term bonds has been more consistently large through time than the tradeoff of average return for risk among common stocks. Testing whether the differences between \( R_f \) and \( \gamma_t \) are statistically large, however, is equivalent to testing the S-L hypothesis \( E(\hat{\gamma}_t) = R_f \), which we prefer to take up after examining further the stochastic process generating monthly returns.

Finally, although the differences between values of \( R_m - R_f \) for different periods or between values of \( \hat{\gamma}_t \) are never statistically large, there is a hint in table 4 that average-risk premiums declined from the pre- to the post-World War II periods. These are average risk premiums per unit of \( \hat{\beta} \), however, which are not of prime interest to the investor. In making his portfolio decision, the investor is more concerned with the tradeoff of expected portfolio return for dispersion of return—that is, the slope of the efficient set of portfolios. In the Sharpe-Lintner model this slope is

\[ \frac{9_{pt}}{9_{pt}} \]
always \[ E(R_{mt} - R_f t) / \sigma(R_{mt}), \] and in the more general model of Black (1972), it is \[ E(E(R_{mt} - E(\bar{R}_{mt}))) / \sigma(R_{mt}) \] at the point on the efficient set corresponding to the market portfolio \( m \). In Table 4, especially for the three long subperiods, dividing \( R_m - R_f \) and \( \hat{\gamma}_t \), by \( s(R_m) \) seems to yield estimated risk premiums that are more constant through time. This results from the fact that any declines in \( \hat{\gamma}_t \) or \( R_m - R_f \) are matched by a quite noticeable downward shift in \( s(R_m) \) from the early to the later periods (cf. Blume [1970] or Officer [1971]).

C. Errors and True Variation in the Coefficients \( \hat{\gamma}_{jt} \)

Each cross-sectional regression coefficient \( \hat{\gamma}_{jt} \) in (10) has two components: the true \( \gamma_{jt} \) and the estimation error, \( \xi_{jt} = \hat{\gamma}_{jt} - \gamma_{jt} \). A natural question is: To what extent is the variation in \( \hat{\gamma}_{jt} \) through time due to variation in \( \gamma_{jt} \) and to what extent is it due to \( \xi_{jt} \)? In addition to providing important information about the precision of the coefficient estimates used to test the two-parameter model, the answer to this question can be used to test hypotheses about the stochastic process generating returns. For example, although we cannot reject the hypothesis that \( E(\gamma_{2t}) = 0 \), does including the term involving \( \beta_{jt}^2 \) in (10) help in explaining the month-by-month behavior of returns? That is, can we reject the hypothesis that for all \( t \), \( \gamma_{2t} = 0 \)? Likewise, can we reject the hypothesis that month-by-month \( \gamma_{jt} = 0 \)? And is the variation through time in \( \hat{\gamma}_{jt} \) due entirely to \( \xi_{jt} \) and to variation in \( R_{jt} \)?

The answers to these questions are in Table 5. For the models and time periods of Table 3, Table 5 shows for each \( \hat{\gamma}_j \): \( s^2(\gamma_j) \), the sample variance of the month-by-month \( \hat{\gamma}_j \); \( s^2(\xi_j) \), the average of the month-by-month values of \( s^2(\xi_{jt}) \), where \( s(\xi_{jt}) \) is the standard error of \( \hat{\gamma}_{jt} \) from the cross-sectional risk-return regression of (10) for month \( t \); \( s^2(\hat{\gamma}_j) = s^2(\xi_j) / s^2(\xi_{jt}), \) which is relevant for testing the hypothesis, \( s^2(\hat{\gamma}_j) = s^2(\xi_{jt}), \) where \( n \) is the number of months in the sample period; and the denominator has \( n(20 - K) \) df, where \( K \) is the number of coefficients \( \hat{\gamma}_j \) in the model.\(^{11}\)

\(^{11}\) The standard error of \( \xi_{jt}, s(\xi_{jt}), \) is proportional to the standard error of the risk-return residuals, \( \xi_{jt}, \) for month \( t \), which has \( 20 - K \) df. And \( n \) values of \( s^2(\xi_{jt}) \) are averaged to get \( s^2(\xi_j), \) so that the latter has \( n(20 - K) \) df. Note that if the underlying return disturbances \( \eta_{jt} \) of (10) are independent across \( p \) and have identical normal distributions for all \( p \), then \( \hat{\gamma}_{jt} \) is the sample mean of a normal distribution and \( s^2(\xi_{jt}) \) is proportional to the sample variance of the same normal distribution. If the process is also assumed to be stationary through time, it then follows that \( s^2(\hat{\gamma}_{jt}) \) and \( s^2(\xi_{jt}) \) are independent, as required by the \( F \)-test. Finally, in the \( F \)-statistics of Table 5, the values of \( n \) are 60 or larger, so that, since \( K \) is from 2 to 4, \( n(20 - K) \geq 960. \) From Mood and Graybill (1963), some upper percentage points of the \( F \)-distribution are:
One clear-cut result in table 5 is that there is a substantial decline in the reliability of the coefficients \( \hat{\gamma}_{ut} \) and \( \hat{\gamma}_{1t} \)—that is, a substantial increase in \( s^2(\bar{\gamma}_r) \) and \( s^2(\bar{\gamma}_1) \)—when \( \hat{\beta}_p^2 \) and/or \( \bar{\gamma}_p(\bar{\epsilon}_i) \) are included in the risk-return regressions. The variable \( \hat{\beta}_p^2 \) is obviously collinear with \( \hat{\beta}_p \), and, as can be seen from table 2, \( \bar{\gamma}_p(\bar{\epsilon}_i) \) likewise increases with \( \hat{\beta}_p \). From panels B and C of table 5, the collinearity with \( \hat{\beta}_p \) is stronger for \( \hat{\beta}_p^2 \) than for \( \bar{\gamma}_p(\bar{\epsilon}_i) \).

In spite of the loss in precision that arises from multicollinearity, however, the F-statistics for \( \hat{\gamma}_2 \) (the coefficient of \( \hat{\beta}_p^2 \)) and \( \hat{\gamma}_3 \) [the coefficient of \( \bar{\gamma}_p(\bar{\epsilon}_i) \)] are generally large for the models of panels B and C of table 5, and for the model of panel D which includes both variables. From the F-statistics in panel D, it seems that, except for the period 1935–45, the variation through time of \( \hat{\gamma}_{2t} \) is statistically more noticeable than that of \( \hat{\gamma}_{3t} \), but there are periods (1941–45, 1956–60) when the values of F for both \( \hat{\gamma}_{2t} \) and \( \hat{\gamma}_{3t} \) are large.

The F-statistics for \( \hat{\gamma}_{1t} = \hat{\gamma}_{1t} + \bar{\gamma}_{1t} \) also indicate that \( \hat{\gamma}_{1t} \) has substantial variation through time. This is not surprising, however, since \( \hat{\gamma}_{1t} \) is always directly related to \( \hat{\gamma}_{mt} \). For example, from equation (12), for the one-variable model of panel A, \( \hat{\gamma}_{1t} = \hat{\gamma}_{mt} - \bar{\gamma}_{ot} \).

Finally, the F-statistics for \( \hat{\gamma}_{ot} = \hat{\gamma}_{ot} + \bar{\gamma}_{ot} \) are also in general large. And the month-by-month variation in \( \hat{\gamma}_{ot} \) cannot be accounted for by variation in \( R_{ft} \). The variance of \( R_{ft} \) is so small relative to \( s^2(\hat{\gamma}_{ot}) \), \( s^2(\hat{\gamma}_{ot}) \), and \( s^2(\bar{\gamma}_{ot}) \) that doing the F-tests in terms of \( \hat{\gamma}_{ot} - R_{ft} \) produces results almost identical with those for \( \hat{\gamma}_{ot} \).

Rejection of the hypothesis that \( \hat{\gamma}_{ot} - R_{ft} = 0 \) does not imply rejection of the S-L hypothesis—to be tested next—that \( E(\hat{\gamma}_{ot}) = R_{ft} \). Likewise, to find that month-by-month \( \hat{\gamma}_{2t} \neq 0 \) and \( \hat{\gamma}_{3t} \neq 0 \) does not imply rejection of hypotheses C1 and C2 of the two-parameter model. These hypotheses, which we are unable to reject on the basis of the results in table 3, say that \( E(\hat{\gamma}_{2t}) = 0 \) and \( E(\hat{\gamma}_{3t}) = 0 \).

What we have found in table 5 is that there are variables in addition to \( \hat{\beta}_p \) that systematically affect period-by-period returns. Some of these omitted variables are apparently related to \( \hat{\beta}_p^2 \) and \( \bar{\gamma}_p(\bar{\epsilon}_i) \). But the latter are almost surely proxies, since there is no economic rationale for their presence in our stochastic risk-return model.

<table>
<thead>
<tr>
<th>n</th>
<th>( F_{.90} )</th>
<th>( F_{.95} )</th>
<th>( F_{.975} )</th>
<th>( F_{.99} )</th>
<th>( F_{.995} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>60 (120)</td>
<td>1.35</td>
<td>1.47</td>
<td>1.58</td>
<td>1.73</td>
<td>1.83</td>
</tr>
<tr>
<td>60 (( \infty ))</td>
<td>1.29</td>
<td>1.39</td>
<td>1.48</td>
<td>1.60</td>
<td>1.69</td>
</tr>
<tr>
<td>120 (120)</td>
<td>1.26</td>
<td>1.35</td>
<td>1.43</td>
<td>1.53</td>
<td>1.61</td>
</tr>
<tr>
<td>120 (( \infty ))</td>
<td>1.19</td>
<td>1.25</td>
<td>1.31</td>
<td>1.38</td>
<td>1.43</td>
</tr>
</tbody>
</table>
D. Tests of the S-L Hypothesis

In the Sharpe-Lintner two-parameter model of market equilibrium one has, in addition to conditions C1–C3, the hypothesis that \( E(\gamma_{it}) = R_{ft} \). The work of Friend and Blume (1970) and Black, Jensen, and Scholes (1972) suggests that the S-L hypothesis is not upheld by the data. At least in the post–World War II period, estimates of \( E(\gamma_{it}) \) seem to be significantly greater than \( R_{ft} \).

Each of the four models of table 3 can be used to test the S-L hypothe-
The most efficient tests, however, are provided by the one-variable

The least-squares intercepts \( \hat{\gamma}_t \) in the four cross-sectional risk-return regressions can always be interpreted as returns for month \( t \) on zero-\( \bar{\beta} \) portfolios (n. 10). For the three-variable model of panel D, table 3, the unbiasedness of the least-squares coefficients can be shown to imply that in computing \( \hat{\gamma}_t \), negative and positive weights are assigned to the 20 portfolios in such a way that the resulting portfolio has not only zero-\( \bar{\beta} \) but also zero averages of the 20 \( \bar{\beta}_p \) and of the 20 \( \bar{\gamma}_p (\hat{\gamma}_t) \). Analogous statements apply to the two-variable models of panels B and C.

Black, Jensen, and Scholes test the S-L hypothesis with a time series of monthly returns on a “minimum variance zero-\( \bar{\beta} \) portfolio” which they derive directly. It turns
model of panel A, since the values of \( s(\hat{\gamma}_o) \) for this model [which are nearly identical with the values of \( s(\hat{\gamma}_o - R_f) \)] are substantially smaller than those for other models. Except for the most recent period 1961–6/68, the values of \( \hat{\gamma}_o - R_f \) in panel A are all positive and generally greater than 0.4 percent per month. The value of \( t(\hat{\gamma}_o - R_f) \) for the overall period 1935–6/68 is 2.55, and the \( t \)-statistics for the subperiods 1946–55, 1951–55, and 1956–60 are likewise large. Thus, the results in panel A, table 3, support the negative conclusions of Friend and Blume (1970) and Black, Jensen, and Scholes (1972) with respect to the S-L hypothesis.

The S-L hypothesis seems to do somewhat better in the two-variable quadratic model of panel B, table 3 and especially in the three-variable model of panel D. The values of \( t(\hat{\gamma}_o - R_f) \) are substantially closer to zero for these models than for the model of panel A. This is due to values of \( \hat{\gamma}_o - R_f \) that are closer to zero, but it also reflects the fact that \( s(\hat{\gamma}_o) \) is substantially higher for the models of panels B and D than for the model of panel A.

But the effects of \( \hat{\beta}_p^2 \) and \( \tilde{r}_p(\epsilon_t) \) on tests of the S-L hypothesis are in fact not at all so clear-cut. Consider the model

\[
\tilde{R}_{it} = \gamma'_{1t} + \gamma'_{1t} \beta_i + \gamma'_{2t}(1 - \beta_i)^2 + \gamma'_{3t} \epsilon_i + \eta_{it}.
\]

Equations (7) and (13) are equivalent representations of the stochastic process generating returns, with \( \gamma'_{1t} = \gamma'_{1t} - 2\gamma'_{2t} \) and \( \gamma'_{2t} = \gamma'_{1t} + \gamma'_{2t} \). Moreover, if the steps used to obtain the regression equation (10) from the stochastic model (7) are applied to (13), we get the regression equation,

\[
R'_{it} = \gamma'_{1t} + \gamma'_{1t} \hat{\beta}_p + \gamma'_{2t}(1 - \hat{\beta}_p)^2 + \gamma'_{3t} \tilde{r}_p(\epsilon_t) + \eta_{pt},
\]

where, just as \( \hat{\beta}_p^2 \) in (10) is the average of \( \hat{\beta}_i^2 \) for securities \( i \) in portfolio \( p \), \( (1 - \hat{\beta}_p)^2 \) is the average of \( (1 - \hat{\beta}_i)^2 \). The values of the estimates \( \gamma_{2t} \) and \( \gamma_{3t} \) are identical in (10) and (14); in addition, \( \gamma_{1t} = \gamma'_{1t} - 2\gamma_{2t} \) and \( \gamma_{0t} = \gamma'_{0t} + \gamma_{2t} \). But although the regression equations (10) and (14) are statistically indistinguishable, tests of the hypothesis \( E(\gamma_{0t}) = \)

out, however, that this portfolio is constructed under what amounts to the assumptions of the Gauss-Markov Theorem on the underlying disturbances of the one-variable risk-return regression (11). With these assumptions the least-squares estimate \( \hat{\gamma}_{1t} \), obtained from the cross-sectional risk-return regression of (11) for month \( t \), is precisely the return for month \( t \) on the minimum variance zero-\( \beta \) portfolio that can be constructed from the 20 portfolio \( \hat{\beta}_p \). Thus, the tests of the S-L hypothesis in panel A of table 3 are conceptually the same as those of Black, Jensen, and Scholes.

If one makes the assumptions of the Gauss-Markov Theorem on the underlying disturbances of the models of panels B–D of table 3, the regression intercepts for these models can likewise be interpreted as returns on minimum-variance zero-\( \beta \) portfolios. These portfolios then differ in terms of whether or not they also constrain the averages of the 20 \( \hat{\beta}_p^2 \) and of the 20 \( \tilde{r}_p(\epsilon_t) \) to be zero. Given the collinearity of \( \hat{\beta}_p^2, \hat{\beta}_p, \), and \( \tilde{r}_p(\epsilon_t) \), however, the assumptions of the Gauss-Markov Theorem cannot apply to all four of the models.
$R_{it}$ from (10) do not yield the same results as tests of the hypothesis $E(\gamma'_{it}) = R_{it}$ from (14). In panel D of table 3, $\gamma'_{it} - \bar{R}_i$ is never statistically very different from zero, whereas in tests (not shown) from (14), the results are similar to those of panel A, table 3. That is, $\gamma'_{it} - \bar{R}_i$ is systematically positive for all periods but 1961–6/68 and statistically very different from zero for the overall period 1935–6/68 and for the 1946–55, 1951–55, and 1956–60 subperiods.

Thus, tests of the S-L hypothesis from our three-variable models are ambiguous. Perhaps the ambiguity could be resolved and more efficient tests of the hypothesis could be obtained if the omitted variables for which $\hat{\beta}_p^2$, $\hat{\beta}_p^2$, or $(1 - \hat{\beta}_p)^2$ are almost surely proxies were identified. As indicated above, however, at the moment the most efficient tests of the S-L hypothesis are provided by the one-variable model of panel A, table 3, and the results for that model support the negative conclusions of others.

Given that the S-L hypothesis is not supported by the data, tests of the market efficiency hypothesis that $\gamma_{it} - E(\bar{R}_{ot})$ is a fair game are difficult since we no longer have a specific hypothesis about $E(\bar{R}_{ot})$. And using the mean of the $\hat{\gamma}_{ot}$ as an estimate of $E(\bar{R}_{ot})$ does not work as well in this case as it does for the market efficiency tests on $\gamma_{it}$. One should note, however, that although the serial correlations $\rho_{yt}(\hat{\gamma}_{ot})$ in table 4 are often large relative to estimates of their standard errors, they are small in terms of the proportion of the time series variance of $\hat{\gamma}_{ot}$ that they explain, and the latter is the more important criterion for judging whether market efficiency is a workable representation of reality (see n. 8).

**VI. Conclusions**

In sum our results support the important testable implications of the two-parameter model. Given that the market portfolio is efficient—or, more specifically, given that our proxy for the market portfolio is at least approximately efficient—we cannot reject the hypothesis that average returns on New York Stock Exchange common stocks reflect the attempts of risk-averse investors to hold efficient portfolios. Specifically, on average there seems to be a positive tradeoff between return and risk, with risk measured from the portfolio viewpoint. In addition, although there are “stochastic nonlinearities” from period to period, we cannot reject the hypothesis that on average their effects are zero and unpredictably different from zero from one period to the next. Thus, we cannot reject the hypothesis that in making a portfolio decision, an investor should assume that the relationship between a security’s portfolio risk and its expected return is linear, as implied by the two-parameter model. We also cannot reject the hypothesis of the two-parameter model that no measure of risk, in addition to portfolio risk, systematically affects average returns. Finally, the observed fair game properties of the coefficients and residuals of the
risk-return regressions are consistent with an efficient capital market—that is, a market where prices of securities fully reflect available information.

Appendix

Some Related Issues


The time series of regression coefficients from (10) are, of course, the inputs for the tests of the two-parameter model. But these coefficients can also be useful in tests of capital market efficiency—that is, tests of the speed of price adjustment to different types of new information. Since the work of Fama et al. (1969), such tests have commonly been based on the “one-factor market model”:

\[ R_{it} = \bar{\alpha}_i + \hat{\beta}_i R_m + \hat{\epsilon}_{it}. \]  

(15)

In this regression equation, the term involving \( R_m \) is assumed to capture the effects of market-wide factors. The effects on returns of events specific to company \( i \), like a stock split or a change in earnings, are then studied through the residuals \( \hat{\epsilon}_{it} \).

But given that there is period-to-period variation in \( \bar{\alpha}_i, \ \hat{\epsilon}_{it}, \) and \( \hat{\beta}_i \) in (10) that is above and beyond pure sampling error, then these coefficients can be interpreted as to the returns \( R_{it} \) on a11 securities. To see this, substitute (12) into (11) to obtain the “two-factor market model”:

\[ R_{pt} = \bar{\gamma}_{ot} (1 - \hat{\beta}_p) + \hat{\beta}_p R_m + \bar{\gamma}_{pt}. \]

In like fashion, from equation (10) itself we easily obtain the “four-factor market model”:

\[ R_{pt} = \bar{\gamma}_{ot} (1 - \hat{\beta}_p) + \hat{\beta}_p R_m + \bar{\gamma}_{2t} (\hat{\beta}_p^2 - \hat{\beta}_p \bar{\beta}_p^2) + \bar{\gamma}_{3t} \]

\[ \left[ \bar{s}_p (\hat{\epsilon}_i) - \bar{\beta}_p \bar{s}_p (\hat{\epsilon}_i) \right] + \bar{\gamma}_{pt}, \]

(17)

where \( \bar{\beta}_p^2 \) and \( \bar{s}_p (\hat{\epsilon}_i) \) are the averages over \( p \) of the \( \hat{\beta}_p^2 \) and the \( \bar{s}_p (\hat{\epsilon}_i) \).

Comparing equations (15–17) it is clear that the residuals \( \hat{\epsilon}_{it} \) from the one-factor market model contain variation in the market factors \( \bar{\gamma}_{ot}, \ \bar{\gamma}_{2t}, \) and \( \bar{\gamma}_{3t} \). Thus, if one is interested in the effect on a security’s return of an event specific to the given company, this effect can probably be studied more precisely from the residuals of the two- or even the four-factor market models of (16) and (17) than from the one-factor model of (15). This has in fact already been done in a study of changes in accounting techniques by Ball (1972), in a study of insider trading by Jaffe (1972), and in a study of mergers by Mandelker (1972).

Ball, Jaffe, and Mandelker use the two-factor rather than the four-factor market model, and there is probably some basis for this. First, one can see from table 5 that because of the collinearity of \( \hat{\beta}_p, \ \hat{\beta}_p^2, \) and \( \bar{s}_p (\hat{\epsilon}_i) \), the coefficient estimates \( \hat{\gamma}_{ot} \) and \( \hat{\gamma}_{1t} \) have much smaller standard errors in the two-factor model. Second, we have computed residual variances for each of our 20 portfolios for various time periods from the time series of \( \hat{\epsilon}_{pt} \) and \( \hat{\gamma}_{pt} \) from (15), (16), and (17). The decline in residual variance that is obtained in
going from (15) to (16) is as predicted: That is, the decline is noticeable over more or less the entire range of $\hat{\beta}_p$ and it is proportional to $(1 - \tilde{\beta}_p)^2$. On the other hand, in going from the two- to the four-factor model, reductions in residual variance are generally noticeable only in the portfolios with the lowest and highest $\hat{\beta}_p$, and the reductions for these two portfolios are generally small. Moreover, including $\tilde{\tau}_p(\tilde{\epsilon}_t)$ as an explanatory variable in addition to $\hat{\beta}_p$ and $\hat{\beta}_p^2$ never results in a noticeable reduction in residual variances.

A2. Multifactor Models and Errors in the $\hat{\beta}$

If the return-generating process is a multifactor market model, then the usual estimates of $\hat{\beta}_i$ from the one-factor model of (15) are not most efficient. For example, if the return-generating process is the population analog of (16), more efficient estimates of $\beta_i$ could in principle be obtained from a constrained regression applied to

$$\tilde{R}_{it} - \tilde{\gamma}_{it} = \beta_i(\tilde{R}_{mt} - \tilde{\gamma}_{mt}) + \tilde{\gamma}_{it}.$$

But this approach requires the time series of the true $\tilde{\gamma}_{it}$. All we have are estimates $\hat{\gamma}_{it}$, themselves obtained from estimates of $\hat{\beta}_p$ from the one-factor model of (15).

It can also be shown that with a multifactor return-generating process the errors in the $\hat{\beta}$ computed from the one-factor market model of (8) and (15) are correlated across securities and portfolios. This results from the fact that if the true process is a multifactor model, the disturbances of the one-factor model are correlated across securities and portfolios. Moreover, the interdependence of the errors in the $\hat{\beta}$ is higher the farther the true $\beta$'s are from 1.0. This was already noted in the discussion of table 2 where we found that the relative reduction in the standard errors of the $\hat{\beta}$'s obtained by using portfolios rather than individual securities is lower the farther $\hat{\beta}_p$ is from 1.0.

Interdependence of the errors in the $\hat{\beta}$ also complicates the formal analysis of the effects of errors-in-the-variables on properties of the estimated coefficients (the $\hat{\gamma}_{ji}$) in the risk-return regressions of (10). This topic is considered in detail in an appendix to an earlier version of this paper that can be made available to the reader on request.
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